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Abstract
Depression is a serious illness that affects millions of people
globally. In recent years, the task of automatic depression detec-
tion from speech has gained popularity but, several challenges
remain, including which features provide the best discrimina-
tion between classes or depression levels. Thus far, most re-
search has focused on extracting features from the speech or
video signal. However, the speech production system is com-
plex and depression has been shown to affect many linguistic
properties, including phonetics, semantics, and syntax. There-
fore, we argue that researchers should look beyond the acoustic
properties of speech by building features that capture syntactic
structure and semantic content. This work provides an in-depth
analysis of features for depression detection. Using various cor-
pora, this project evaluates how features extracted from differ-
ent signals (video, audio, text) compare to one another. We also
experiment with various techniques for how best to fuse features
from different modalities. Additionally, we explore crosslin-
guistic detection to determine whether language-specific char-
acteristics have an effect. Lastly, we present a novel multimodal
crosslinguistic representation.
Index Terms: Depression detection, feature development, fea-
ture fusion, multimodal, crosslinguistic

1. Introduction
In the United States, depression affects approximately 14.8 mil-
lion adults, or about 6.7 percent of the U.S. population age 18
and older [1]. Due to the variation in how depression presents
itself within each person, it is difficult and time consuming to
diagnose. Since diagnosis often relies on a clinician’s assess-
ment, it is also subjective. Moreover, many under-served areas
have severe shortages of clinicians who can make this diagno-
sis. Numerous studies have documented the relationship be-
tween objective acoustical measures of voice and speech, and
clinical subjective ratings of severity of depression. If this rela-
tionship is robust enough, voice acoustical analysis can serve as
a powerful tool for depression detection, which could be used
to complement existing diagnostic measures.

There exist many challenges to detecting and modelling
depression. Key among these is developing novel clinically-
motivated or neuroscience-motivated features, i.e. features that
capture characteristics specific to depression. This work will
focus on this challenge, by exploring feature development for
depression detection and investigating how best to build a de-
tection system that encompasses features from multiple linguis-
tic levels of analyses. The aim of this exploration is to discover
which features provide the best discrimination between levels
of severity of depression levels.

If we consider the process of information flow during

speech production, we note that the entire set of operations by
which a speaker transforms ideas into acoustic output is enor-
mously complex [2, 3]. We know that the stages of seman-
tics and syntax affect speech [3]. We also know that a mul-
titude of psychological symptoms can be assessed by analysis
of language behavior [4]. Specifically, for individuals with de-
pression, many linguistic variables have been shown to be af-
fected, including prosody [5, 6, 7, 8], syntax [9], and seman-
tics [10, 11]. In addition to verbal behavior, we also know that
non-verbal behaviors are also affected by depression, includ-
ing facial expression, gesture, and posture [12, 13]. Therefore,
we hypothesize that the best depression detection system will
include features from as many facets of communication as pos-
sible. However, these facets represent different modalities and
combining them is no simple task. Therefore, one aim of this
work is to explore different techniques for multimodal learn-
ing. Additionally, whenever features are extracted directly from
a linguistic signal it is important to consider whether there ex-
ist crosslinguistic effects. Therefore, this work will investigate
how features perform across multiple corpora in different lan-
guages.

2. Research Goals
Completion of the research goals in this project is envisioned
through three components.

2.1. Feature Development and Evaluation

This work will develop and evaluate features generated from
three different signals: (1) video, (2) audio, and (3) text. Video
features are included to help capture an individual’s non-verbal
behavior. Visual features will be extracted using OpenFace.
OpenFace is an open source tool capable of facial landmark
detection, head pose estimation, facial action unit recognition,
and eye-gaze estimation [14]. Audio features are included to
help target specific verbal behavior associated with depression.
Acoustic features will be extracted using openSMILE [15]. Text
features are included to help target specific language use. Fea-
tures derived from the transcripts will include both syntactic and
semantic features. Semantic features will be generated by cal-
culating word category frequency using the Linguistic Inquiry
and Word Count tool [16]. In addition, sequential word em-
beddings will also be used to represent the semantic content of
each utterance [17]. Each utterance will also be parsed using
Google’s parser [18]. Syntactic features will then be generated
using the parser’s output. One of the obstacles to using text-
based features is the time consuming nature of transcription. An
additional step that is not required for video or audio. In order to
mitigate this issue, we will explore the use of automatic speech
recognition (ASR). Consequently, text features will be gener-



ated from both manual transcripts and ASR output to determine
whether or not ASR can be used successfully. All feature sets
will then be evaluated in isolation to determine which set or sets
of features provide the best discrimination between classes.

2.2. Multimodal Learning Techniques

We hypothesize that the best depression detection system will
include features from as many aspects of communication as
possible, i.e. a multimodal approach. We intend to explore dif-
ferent techniques for combining features from different modal-
ities. Fusion techniques for multimodal features have been
extensively explored [19, 20, 21]. This work will evaluate
three existing techniques: early fusion, late fusion, and late
fusion with voting. In early fusion, features from all modal-
ities are fused (concatenated) in the feature space before su-
pervised learning occurs, whereas in late fusion, classes/scores
are learned directly from unimodal features, then these scores
are integrated to learn depression labels [22]. In late fusion
with voting, unimodal features are used to train the models and
each model votes, with each vote weighted by confidence. The
class/score with the highest vote is the final prediction[20].

2.3. Crosslinguistic Effects and Novel Representation

The data in this project will include corpora in two different
languages: English and German. The Distress Analysis Inter-
view Corpus (DAIC) [23] is a multimodal collection of semi-
structured clinical interviews in English. The corpus was de-
signed to simulate standard protocols for identifying people at
risk for post-traumatic stress disorder (PTSD) and major de-
pression. The corpus contains four types of interviews: (1)
face-to-face interviews between participants and a human in-
terviewer, (2) teleconference interviews, conducted by a human
interviewer over a teleconferencing system, (3) Wizard-of-Oz
interviews, conducted by an animated virtual interviewer, con-
trolled by a human interviewer in another room and (4) auto-
mated interviews, where participants are interviewed by a fully
automated operating agent. The German corpus used in this
work is the 2014 Audio-Visual Emotion recognition Challenge
corpus (AVEC) [24]. The corpus includes videos of individuals
responding to a question as well as individuals reading a story
aloud. Both the AVEC and DAIC corpora are labeled for de-
pression level. This work will evaluate how different sets of fea-
tures perform across languages. We hypothesize that features
from certain modalities will be more robust across languages.
For example, facial expression may be robust in capturing dif-
ferences between labels whereas verb choice is not. We will
evaluate how crosslinguistic classification performs, e.g. can
we train on English and predict on German? This would be es-
pecially useful since data size is often a problem for this task.
Intuitively, video and audio provide signals which capture as-
pects of emotion and behavior irrespective of language. How-
ever, text is more strongly tied to language. Therefore, it is a sig-
nal, which may not be as robust as the others for crosslinguistic
detection. Consequently, we will explore how to use informa-
tion from other modalities to make a more robust representation
for text-based features. Word lists and dictionaries, which can
be useful to detect depression by targeting word use, are time
intensive to create and do not exist for every language. Word
embeddings have been used successfully in multiple languages
and it has been shown that semantically similar words in differ-
ent languages tend to appear in the same semantic space [25].
However, building informative word embeddings still requires a
large amount of data in each language. Moreover, word embed-

dings are limited by the size and uniqueness of the data they are
trained on. Therefore, unseen words tend to cause problems.
Although useful for monolingual depression detection, word
embeddings may prove not to be as robust for crosslinguistic
depression detection. Therefore, we will experiment with do-
main adaptation of word embeddings. In addition, we propose
a novel technique. First, all modalities will be force aligned.
Then, instead of relying on specific lexical information, we will
abstract away to each word’s syntactic representation (i.e., part-
of-speech (POS) tag). Using the Universal tag-set will allow us
to easily extend this approach to any language. After abstract-
ing away, we can then use information from the other modalities
to enrich the POS tag with information about the nature of that
word. For example, given a sentence this approach would in-
clude three components, shown below:

This approach can then be further extended to include an ad-
ditional stage which would include dependency structure infor-
mation, leading to a better understanding about the nature of the
relationships in a given sentence. By using information from
the other modalities we can learn information about the types
of verbs/adjectives/etc. being used. Acoustic features may pro-
vide information about whether or not a word is a positively
or negatively valenced word. Facial expressions during use of
pronouns/proper nouns could give insight into how an individ-
ual feels about the self and others. This representation provides
a way to fuse information from different modalities while also
providing a text-based representation that can be used for any
language. Our crosslinguistic evaluation will provide important
insight into how to develop systems that perform well on multi-
ple languages.

3. Contributions
The main contribution of this work is a crosslinguistic evalua-
tion of features and fusion techniques for depression detection.
In addition, we explore a novel multimodal crosslinguistic rep-
resentation for language. Participation in the Interspeech 2016
Doctoral Consortium would allow me to learn how to communi-
cate the challenges and techniques of this research proposal to a
wider audience. Learning how to frame my research effectively
with proper perspective will be invaluable as I prepare for my
thesis proposal. I welcome the opportunity to receive valuable
feedback.
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