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With recent advancements in deep neural networks (DNN),

there has been a significant improvement in the performance of

speech recognizers. However such robust systems are mainly

limited to popular languages like English, French etc. To build a

robust speech recognizer in any language, large amount of tran-

scribed speech data is required. In many of the under resourced

languages like Indian and African languages, data sparsity is a

critical problem in building good speech recognizers. Through-

out this work, we use the term high-resource language to refer

to a language having abundant resources in terms of transcribed

training data and low-resource language to the one with limited

training data.

In this work we have tried to leverage the resources form

high-resource languages to build better acoustic model for low-

resource languages. We proposed three approaches to overcome

the data sparsity in acoustic modeling. In the first approach,

speech data was pooled from high-resource language to train

acoustic model for the low-resource language. Secondly, the

cross-lingual approaches of borrowing the model parameters

from a well-trained model were used. In the third case, pseudo

articulatory features were obtained from articulatory classifiers

trained in high-resource languages.

1. Pooling Data

The problem of data insufficiency is addressed by pooling

data from closely related languages. The pooled data along

with the data from low-resource language is used for building

acoustic models like continuous density hidden Markov model

(CDHMM), subspace Gaussian mixture Model (SGMM) [1],

phone cluster adaptive training (Phone-CAT) [2], deep neural

network (DNN) [3] and convolutional neural network (CNN)

[4]. The major challenge in pooling data was the difference in

phone set between the languages. In our work, we proposed

an automated technique to map the phones in one language to

another to facilitate data pooling [5]. The proposed mapping

technique is based on the center-phone capturing property of in-

terpolation vectors emerging from the recently proposed Phone-

CAT method.

Phone-CAT is an acoustic modeling technique that belongs

to the broad category of canonical state models (CSM) that in-

cludes SGMM. In Phone-CAT, the interpolation vector belong-

ing to a particular context-dependent state has maximum weight

for the center-phone of monophone clusters. In the proposed

technique the context-dependent states of the low-resource lan-

guage is represented as the interpolation of the high-resource

language monophone clusters as shown in Figure 1. The con-

ventional mapping technique uses decoding of low-resource

language data with high-resource model and compare it against

the true phone sequence [6]. As compared to the conventional

technique, the interpolation vectors of Phone-CAT uses data be-

long to a context-dependent state covering different utterances

to generate the mapping. To achieve further improvements, the

data pooled models are then adapted towards the low-resource

language.

Figure 1: Block schematic of phone mapping technique using

Phone-CAT

Figure 2: Block schematic of phone-to-AL mapping technique

using Phone-CAT(AFV-CAT) in Degree & Manner AL group

2. Borrowing Model Parameters

In the second approach, acoustic model parameters are bor-

rowed from models SGMM, Phone-CAT, DNN and CNN built

with high-resource language and are then further refined us-

ing low-resource data. In both SGMM and Phone-CAT, global



Figure 3: Comparison of articulatory classifier training using

CTC criterion and cross-entropy criterion

parameters are borrowed from the the corresponding high-

resource model and the language specific parameters are trained

with the low-resource language [7, 5]. In the case of DNN and

CNN, the hidden layers of the high-resource language model

are borrowed and the output layer with low-resource language

tied states is then trained with low-resource language data [8, 9].

3. Articulatory Features for ASR

Recent studies have shown that in the case of under-resourced

languages, use of articulatory features (AF) emerging from an

articulatory model results in improved automatic speech recog-

nition (ASR) compared to conventional mel frequency cepstral

coefficient (MFCC) features. Articulatory features are more ro-

bust to noise and pronunciation variability compared to con-

ventional acoustic features [10, 11, 12]. To extract articulatory

features, one method is to take conventional acoustic features

like MFCC and build an articulatory classifier that would out-

put articulatory features (known as pseudo-AF). However, these

classifiers require a mapping from phone to different articula-

tory labels (AL) (e.g., place of articulation and manner of artic-

ulation), which is not readily available for many of the under-

resourced languages. In our work, we have proposed an auto-

mated technique to generate phone-to-articulatory label (phone-

to-AL) mapping for a new target language based on the knowl-

edge of phone-to-AL mapping of a well-resourced language like

English [13]. The proposed mapping technique also exploit

the center-phone capturing property of interpolation vectors in

Phone-CAT. In this context the Phone-CAT acoustic model was

modified to include the articulatory information of the phones.

We call this as AFV-CAT and is shown in Figure 2. In AFV-

CAT, the interpolation vector belonging to a particular context-

dependent state has maximum weight for the articulatory label

corresponding to the center-phone. These relationships from the

various context-dependent states are used to generate a phone-

to-AL mapping.

One of the major problems faced in building articulatory

classifiers is the requirement of speech data aligned in terms

of articulatory feature values at frame level. Manually align-

ing data at frame level is a tedious task and alignments obtained

from the phone alignments using phone-to-AL feature mapping

Figure 4: Proposed joint estimation framework for training

acoustic model using articulatory features

are prone to errors. In this work, a technique using connec-

tionist temporal classification (CTC) criterion [14] to train an

articulatory classifier using bidirectional long short-term mem-

ory (BLSTM) recurrent neural network (RNN) is proposed [15].

The CTC criterion eliminates the need for forced frame level

alignments as shown in Figure 3. Articulatory classifiers were

also built using different neural network architectures like deep

neural networks (DNN), convolutional neural network (CNN)

and BLSTM with frame level alignments and were compared

to the proposed approach of using CTC. Among the different

architectures, articulatory features extracted using articulatory

classifiers built with BLSTM gave better recognition perfor-

mance. Further, the proposed approach of BLSTM with CTC

gave the best overall performance.

The performance of the articulatory features depends on the

efficacy of this classifier. But, training such a robust classifier

for a low-resource language is constrained due to the limited

amount of training data. We can overcome this by training

the articulatory classifier using a high resource language. This

classifier can then be used to generate articulatory features for

the low-resource language. However, this technique fails when

high and low-resource languages have mismatches in their envi-

ronmental conditions. In this work, we address both the afore-

mentioned problems by jointly estimating the articulatory fea-

tures and low-resource acoustic model [16] as in Figures 4.

In this study, we have used three under-resourced Indian

languages namely Assamese, Hindi and Tamil. Experiments

were performed in the cross-lingual scenario by assuming a

small training data set (≈ 2 hours) from each of the Indian lan-

guages and high-resource data-set (≈ 22 hours) from other lan-

guages. All proposed techniques gave improved performance

compared to the monolingual acoustic models built in that low-

resource language.
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