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Abstract

In the field of Automatic Speech Recognition (ASR), en-

semble methods have often been found to give significant per-

formance improvements over single models [1]. Ensemble

methods can be viewed as a Monte Carlo approximation to

Bayesian inference, by taking a combination over a finite num-

ber of models. When constructing an ensemble, it is important

to consider the forms of diversity used, as this influences the

ability of the ensemble to capture uncertainty about the model.

Some examples of methods for generating diverse models in-

clude using random weight initialisations [2], Dropout [3], ran-

dom forests [4], and different model types [5]. It is also impor-

tant to consider the computational cost of performing recogni-

tion through the ensemble. This tends to scale with the ensem-

ble size, and can be an issue when trying to implement mod-

els on devices with limited hardware. As a whole, this PhD

project is concerned with investigating methods to generate di-

verse models within the ensemble, as well as methods to im-

prove the computational efficiency of performing recognition

using the ensemble.

One possible method to reduce this computational cost is

student-teacher training [6]. A single student model can be

trained to emulate the combined behaviour of the ensemble.

During the recognition stage, only this single student model

needs to be used. The student can be trained to emulate the com-

bined ensemble posteriors at either the frame [7] or hypothesis

[2] level. At the frame level, a standard method of propagating

information from the ensemble of teachers to the student is to

minimise the KL-divergence between their frame posteriors [7].

It has often been found that a student trained with sufficiently

powerful teachers is able to perform better than one trained on

forced alignment hard targets. It is an interesting question to

ask, what is it about the teachers’ posteriors that is beneficial

for the student, in addition to the information that is already

available in the hard targets. This paper is focused on a part of

the PhD project that aims to address this question.

One hypothesis is that the teachers’ posteriors include infor-

mation about how confusable the teachers believe that a frame

is. This can manifest, for example, as higher entropy posteriors

or by more teachers disagreeing on the classification of a frame.

With this information, the student can be trained with less em-

phasis placed on correctly classifying frames that are inherently

confusable. This may allow the student to be trained more eas-

ily. It is interesting to analyse how much the student can gain

from the different types of frames.

The work in [8] performed such an analysis when having

a single teacher, by categorising the training data frames into

those that the teacher correctly and incorrectly classifies. The

student, trained on each of these categories, was able to gain

most of its performance from the frames that were misclassified

by the teacher. This paper extends this analysis to an ensemble

of teachers. With an ensemble, it is possible to subdivide the

frames more finely into multiple categories with different lev-

els of confusability. The frames can be categorised, depending

on how many teachers classify them correctly and how many

teachers agree with each others’ classifications. The contribu-

tions of each of these categories of frames to the student perfor-

mance can be accessed by varying for each category, whether

the forced alignments or teachers’ posteriors are used as targets,

or whether the category is included in training.

This analysis is particularly interesting when there are ar-

chitectural differences between the teachers and the student.

Two architectural differences investigated in this paper are

where the teachers and student differ in either their model type

or output targets. In a hybrid ASR architecture, there are many

possible choices for the type of neural network for the acous-

tic model. This paper investigates propagating information be-

tween feed-forward deep neural network and long short-term

memory models. Also in a hybrid ASR architecture, the out-

puts of the neural networks usually represent clusters of context

dependent phone states. The contexts need to be clustered to-

gether in order to reduce the number of parameters, to allow for

more robust models. The clustering process can be modified to

generate a variety of sets of state clusters, by for example using

the random forest method [4]. An ensemble can be constructed

by associating a separate neural network with each set of state

clusters [9]. The set of state clusters used for the student model

can be chosen independently of those of the teachers. In these

situations, it is then useful to determine what behaviours of the

teachers the student can effectively capture.
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