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Abstract

In this work, multilingual phone recognition using six
Indian languages - Kannada, Telugu, Bengali, Odia, Urdu,
and Assamese - is studied. International phonetic alphabets
(IPA) based transcription is used to develop Multilingual Phone
Recognition System (MPRS). MPRS is developed using the
state-of-the-art DNNs. The language independent nature of ar-
ticulatory features (AFs) is exploited to improve the PER of
MPRS. The use of predicted AFs has resulted 2.8% reduction
in absolute PER (8% reduction in relative PER) compared to
the baseline MPRS. The advantages of MPRS in case of code-
mixing scenario is studied using the code-mixed sentences of
Kannada and Urdu languages. It is shown that the proposed
MPRS performs better than the traditional approach for multi-
lingual phone recognition that uses a two-stage approach con-
sisting of a language identification block followed by a phone
recognition block. It is also shown that the proposed MPRS is
more advantageous in case of code-mixed phone recognition.

1. Key Ideas of the Thesis

e To develop a Multilingual Phone Recognition Sys-
tem (MPRS) using the International Phonetic Alphabets
(IPA) based transcription of four Indian languages - Kan-
nada, Telugu, Bengali, and Odia.

* To explore Articulatory Features (AFs) to improve the
phone error rate of MPRS.

* To explore deep neural networks to derive articulatory
features and to develop MPRS.

e To demonstrate the advantages of MPRS by compar-
ing the performance MPRS with that of traditional two-
stage phone recognisers (having a language identifica-
tion block and a phone recognition block) for multilin-
gual phone recognition.

* To demonstrate that MPRS has advantages in case of
code-mixed phone recognition.

2. Motivation

India has 22 constitutionally recognised major languages, each
of which is spoken by more than a million native speakers.
Given the large number of languages, a study related to the
development of MPRS is very essential in the context of In-
dian languages. Based on the origins of the languages, In-
dian languages are further sub-divided into four majour lan-
guage families namely : Indo-Aryan, Dravidian. Austric, and
Tibeto-Burman. Since the languages within a language group
are closely related and linguistically similar, it will be more rel-
evant to explore multilingual phone recognition for each lan-
guage family and analyze their behaviour.

Given the large number of Indian languages, the studies ex-
ploring the multilingual phone recognition using Indian Lan-
guages are very limited. None of the multilingual efforts have

examined the use of IPA [1] to derive a common phone-set la-
belling mechanism in the context of Indian languages. The ex-
isting studies related to multilingual speech recognition work
using Indian languages have been limited to the following sim-
plistic approaches - a syllable-based multilingual speech rec-
ognizer for 3 Indian languages Tamil, Telugu and Hindi [2],
an isolated word recognition system for 2 linguistically sim-
ilar Indian languages Hindi and Marathi [3] and, a bilingual
phone recognizer for Tamil and Hindi [4]. Motivated by this,
we would like to study the multilingual phone recognition in
the context of Indian languages using International Phonetic Al-
phabets (IPA). The objective of the current study is to develop a
unifying framework for development of MPRS using IPAs that
could be generalizable to any of new languages.

The traditional approach for multilingual phone recognition
consists of two stages - Language Identification (LID) block
in the first-stage followed by a Monolingual phone recognis-
ers in the second-stage. We compare the performance of tra-
ditional MPRSs with the proposed MPRSs and show that the
proposed approach outperforms the traditional method. We
address the problem of efficient phone recognition for code-
switched speech for 2 Indian languages Kannada and Urdu.
Few works related to code-mixing are reported in [5, 6, 7, 8].
The proposed multilingual phone recognition applied to code-
mixing scenario is superior to a more conventional front-end
LID-switched monolingual phone recognition trained individ-
ually on each of the languages involved in the code-switched
speech.

3. Major contributions

The MPRS is developed using four Indian languages - Kan-
nada (KN), Telugu (TE), Bengali (BN) and Odia (OD). The
speech corpora described in [9, 10, 11, 12] is used in this
study. The common multilingual phone-set is derived by group-
ing the acoustically similar IPAs across languages together and
selecting the phonetic units which have sufficient number of
occurrences to train a separate model for each of them. The
IPAs which do not have sufficient number of occurrences will
be mapped to the closest linguistically similar phonetic units
present in the common multilingual phone-set. The features
extracted from the input signal along with their phonetic la-
bels are used for training the HMMs/DNNs. A multilingual
decoder is used for decoding the phones present in the test utter-
ance. Some of the notable works in this direction are reported
in [13, 14, 15, 16]. The use of DNNs for multilingual speech
recognition are reported in [17, 18, 19, 20].

We have used the DNNs for predicting the AFs from the
speech signal. The predicted AFs and MFCCs are combined
using two approaches namely - i) Lattice Rescoring Approach
(LRA), ii) Combining AFs as Tandem features (AF-Tandem).
Figure 1 shows the block diagram of combination of AFs using
LRA. There are 3 stages in Figure 1. In the first stage, the AF
predictors are developed to predict the AFs for five AF groups
from MFCCs. DNNs are used to develop AF predictors. In
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Figure 1: Development of MPRS using Articulatory Features
based on Lattice Rescoring Approach.

the second stage, the predicted AFs (output of first-stage) are
combined with the MFCCs to develop MPRSs. Since, these
MPRSs are developed using AFs and are arranged in tandem,
we call them AF based tandem MPRSs. Third stage is devel-
oped to combine the AFs from multiple AF groups. In the
third stage LRA is used for combining the AF based tandem
MPRSs developed in the second-stage. In AF-tandem approach
of combining the AFs, the estimated AFs from all the five AF
groups are used as tandem features along-with MFCCs to de-
velop MPRSs. The AFs for multilingual speech recognition are
rported in [21, 22, 23, 24, 25]

The traditional approach for multilingual phone recognition
has two blocks - i) Language identification (LID), ii) phone
recognition by monolingual PRS based on the language iden-
tified. We have explored SVMs [26] [27] to develop the LID
block. This part of the study uses two other languages - As-
samese (AS) and Urdu (UR) taken from the same speech cor-
pora - in addition to the four languages described above.

4. Discussion of Results

Table 1 shows the PERs of monolingual and baseline MPRSs.
The PERs of monolingual PRSs are better than baseline MPRS
in case of HMMs. The reductions in PERs of monolingual PRSs
using DNNSs are not as high as that of baseline MPRS, which
has a reduction of 14.3% absolute error in PER compared to
HMMs. This indicates that MPRS using the data shared by four
languages has relatively higher number examples to be learnt by
the DNNs and results in more accurate acoustic models com-
pared to the monolingual systems, which are trained on a rela-
tively smaller amount of data. MPRS using DNNs outperform
KN, TE, and BN monolingual PRSs. This clearly shows the
advantage of using DNNs for developing MPRSs. We found
that consonants are better modelled by KN and TE PRSs, while
the vowels are more accurately modelled in BN and OD PRSs.
MPRS takes the mutual advantage of all the languages and re-
sults in more accurate models for both consonants and vowels.

PRS MM | DNN | HMM | DNN
Rannada | 435 | 395 | 385 | 37.1

Telugu 42.1 35.5 35.0 30.7
Bengali 49.0 41.6 434 37.6
Odia 33.6 29.5 28.0 26.5

MPRS 49.4 39.8 39.0 35.1

Table 1: PERs of Monolingual and Multilingual Phone Recog-
nition Systems developed using MFCCs.

Table 2 shows the PERs of different AF-based MPRSs com-
bined using LRA and AF-Tandem approaches. The results are
shown separately for predicted and oracle AFs. The improve-
ments in the performance are consistent. The Consonant-AF-
based has higher PER reduction compared to Vowel-AF-based,
while the All-AF-based has higher PER reduction compared
to Consonant-AF-based system. The PER of All-AF-based
MPRS using oracle AFs is 22.3% lower than that of predicted
AFs. Given the remarkably low PER of ~10% for oracle based
MPRS, there is much scope for enhanced prediction of AFs to

improve the MPRS to reach the performance of oracle AFs.
Further, we have also explored combining the Phone Posteriors

Combined Predicted AFs Oracle AFs
MPRSs LRA | AF-Tan | LRA | AF-Tan
Vowel-AF-based 334 34.8 22.1 21.8
Consonant-AF-based 33.0 337 19.6 17.8
All-AF-based 32.7 335 12.9 10.4

Table 2: PERs of MPRSs using Articulatory Features.
(PPs) [28] along-with all the predicted AFs to develop All-AF-
PP-based MPRS. All-AF-PP-based MPRS based on LRA has
shown a PER of 32.6%, while the AF-Tandem method resulted
in a PER of 32.3%. The AF-Tandem method (through All-AF-
PP-based MPRS) has shown the least PER of 32.3% with an
absolute reduction of 2.8% in the PER (8% reduction in relative
PER) compared to baseline MPRS.

Table 3 shows the LID accuracy (in %) for various lan-
guages using SVMs. SVMs LID classifiers are developed using
MFCCs and i-vectors. It is found that SVM classification using
i-vectors outperform MFCCs. Hence, we have considered only
the i-vector based LID results in all our future experiments. LID
accuracy decreases as no. of languages increase.

Features used for LID

Languages MFCCs i-vectors
KN-BN-OD-UR 91.16 97.98
KN-TE-BN-OD-UR 74.76 96.22
KN-TE-BN-OD-UR-AS 71.19 96.00

Table 3: LID Accuracy (%) using SVMs.

Table 4 shows the comparison of the performance of pro-
posed MPRS with that of the traditional MPRSs. It is found
that the proposed MPRS outperforms the traditional approach
for multilingual phone recognition. This is more clear and ev-
ident with the increased number of languages. The proposed
MPRS has the performance that is very close to that of Oracle
MPRS. The use of MPRS has an additional advantage of decod-
ing more number of phones than the number of phones decoded
by the traditional approach.

MPRS Approach [ Oracle

Languag | Proposed | Traditional |
KN,BN,OD,UR 34.00 355 33.73
KN,TE,BN,OD,UR 33.40 35.6 33.12
KN,TE,BN,OD,UR,AS 35.20 37.9 35.30

Table 4: Comparison: PERs of Proposed and Traditional MPRS

Table 5 shows the comparison of proposed and traditional
MPRSs for phone recognition in case of code-mising scenario.
The traditional approach suffers due to a trade-off between two
conflicting factors the need for short windows for detecting
code-switching at a high time resolution and the need for long
windows needed for reliable LID which limits the overall per-
formance of the traditional system that suffers with high PERs
at small windows (poor LID performance) and mismatched de-
coding conditions at long windows (due to poor code-switching
detection time resolution). However, the proposed MPRS, by
virtue of not having to do a front-end LID switching and by us-
ing a multi-lingual phone-set, is not constrained by these con-
flicting factors and hence performs effectively on code-switched
speech, offering low PERs than the traditional system.

Proposed Traditional MPRS
Languages MP%S I-sec 2-sec 3-sec
KN,UR 32.7 42.64 | 3847 36.58
KN,BN,OD,UR 31.5 43.93 38.81 36.67
KN,TE,BN,OD,UR 32.5 45.92 39.42 37.46
KN,TE.BN,OD,UR,AS 31.9 45.92 39.53 37.99

Table 5: Comparison in Code-mixed Scenario.
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