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Abstract

Reverberation and background noise corrupt the speech
recorded using distant microphones. This affects the perfor-
mance of Automatic Speech Recognition (ASR) systems. The
main objective of the thesis is to implement a framework to
improve the ASR results for a distant, multi-channel recording
corrupted by reverberation and background noise. The work fo-
cuses on improving the front-end of the ASR system to obtain
an enhanced speech signal for the corresponding degraded ut-
terances. The enhancement consists of multi-channel process-
ing (source localization and beamforming) and single channel
enhancement. Beamforming utilizes spatial information avail-
able in multi-channel recording to provide a single-channel en-
hanced output. The residual reverberation and noise present in
the enhanced data are suppressed by the Non-negative Matrix
Factorization (NMF) based enhancement. In the initial work,
many meaningful constraints on Room Impulse Response (RIR)
spectrogram are used to improve the dereverberation perfor-
mance in a NMF context. The later work uses a separability ap-
proximation on RIR spectrogram to obtain an NMF model for
reverberation as opposed to convolutive NMF (C-NMF) used
in literature. This model is extended to have an NMF model
for reverberation in presence of noise. The proposed method
performs better than existing C-NMF based methods in objec-
tive measures, such as cepstral distance (CD) and speech-to-
reverberation modulation energy ratio (SRMR). The ASR per-
formance of the complete framework remains to be evaluated.
Index Terms: NMF, distant speech recognition, reverberation,
noise

1. Introduction

The accuracy of automatic speech recognition (ASR) systems
has undergone tremendous improvements. ASR systems have
evolved from the first ASR system Audrey, which could recog-
nize digits, to the present large vocabulary continuous speech
recognition systems. However, such systems are designed to
recognize speech recorded using a single close-talking micro-
phone. In many real-world applications like smart homes,
robots, conference meetings and voice-controlled personal as-
sistants, speech recording is done using single or multiple mi-
crophones placed a few meters away from the source. The ASR
performance of distant speech recordings (DSR) is severely de-
graded by background noise, reverberation, interfering speak-
ers and microphone failures [1]. In order to improve the perfor-
mance, modifications are required for both the front-end and the
back-end of the ASR system. Front-end processing includes en-
hancing the degraded speech and compensations for the degra-
dations performed in the feature domain. Back-end process-
ing includes improving the acoustic and language model. This
work focuses on improving the front-end of the ASR system
to jointly handle reverberation and noise present in a multi-
channel recording.

Language model
&
Acoustic model

Degraded speech

X4[n] Source localization i
— ingle-channel Automatic S|

L | peech
X[n] » & speech —>| Feature extraction —| recognition System
Xm[n] —>

\ > Parameter

estimation

Figure 1: Block diagram of the proposed framework.

The effects of reverberation depend on the properties of
speech and room impulse response (RIR). Beamforming is one
of the common method used to enhance a multi-channel record-
ing [2]. Dereverberation methods proposed in the literature in-
clude reverberation cancellation methods, blind deconvolution
based methods, and reverberation suppression methods such as
spectral subtraction, linear prediction (LP) and non-negative
matrix factorization (NMF) based methods [1]. The earliest
work on NMF based dereverberation [3] uses a convolutive
NMF (referred as C-NMF) model for the reverb spectrogram.
Since then many modifications to this have been proposed both
in single-channel [4, 5, 6, 7, 8] and multi-channel scenario [9].
The C-NMF model for speech dereverberation was improved by
additionally incorporating a NMF model for clean speech [5, 6].
This method is referred to as C-NMF+NMF. Various supervised
approaches to handle reverberation in noisy environments have
also been proposed [7, 10, 11]. Different regularization on RIRs
in single-channel [11, 12] and multi-channel [13] scenario have
been proposed leading to better speech enhancement.

2. Proposal Description

The main objective of this thesis is to build a framework to en-
hance multi-channel degraded recording to get better ASR per-
formance. Figure 1 shows the block diagram of the proposed
framework. Beamforming is used to obtain a single-channel
enhanced speech from the multi-channel degraded recordings.
The performance of beamformer depends on proper estimates
of source localization and noise statistics. This is difficult to
obtain in the presence of degradations. The residual noise and
reverberation present in the beamformer output are further sup-
pressed using single-channel enhancement methods. One ob-
jective of this work is in understanding the interaction of multi-
channel and single-channel with the ASR system, so as to im-
prove the performance of the ASR system.

The next objective of this work is in improving NMF based
single channel enhancement methods. Such methods in liter-
ature utilize properties of clean speech spectrogram and noise
spectrogram to enhance the degraded speech. These methods
ignore the structure present in the RIR spectrogram. In my ini-



Table 1: Comparison of objective measures for the reverberant and noisy speech, with non-stationary noise (Factory) at 10 dB SNR

CD SRMR
RIR1 | RIR2 | RIR3 | RIR4 | RIR1 | RIR2 | RIR3 | RIR4
Degraded speech 528 | 563 | 536 | 568 | 353 |222 | 325 | 205
C-NMF+NMF [5,6] | 560 | 565 | 575 | 582 | 4.81 383 | 4.83 3.99
R-NMF 516 | 543 | 528 | 555 | 450 | 353 | 430 | 3.84
R-NMF+NMF 477 | 512 | 480 | 517 | 550 | 432 | 515 | 431

tial work, different regularizations on the RIR are imposed for
a improved speech dereverberation [12]. These regularizations
are motivated by spectral domain representation of the RIR. To
obtain better estimates of the RIR and clean speech, three mod-
ifications were proposed (i) to obtain a sparse RIR (ii) a fre-
quency envelop constrained RIR and (iii) to include the early
part of the RIR. The proposed regularizations helped in im-
proving the speech enhancement measures when compared to
other NMF based dereverberation methods. However, one of
the limitations for frequency envelop constrained RIR was that
it requires prior knowledge of RIR spectrogram.

The latter part of the work was on estimating the frequency
envelope of the RIR spectrogram without knowledge of the
RIR [14]. Using the separability approximation on RIR spec-
trogram, a NMF model for reverberation was proposed in con-
trast to the C-NMF model used in literature [5]. The model
uses magnitude spectrogram of the reverb speech and learned
clean speech bases to estimate the enhanced speech. Such an
approach will allow us to incorporate meaningful constraints in
the frequency- and time-domain. This leads to a better speech
enhancement, as it has direct control over the estimates of clean
speech activations and better RIR estimates. This method is
referred to as R-NMF. Figure 2 compares the dereverberated
spectrogram obtained using R-NMF with the reference method.
The spectrogram obtained using the proposed approach per-
forms better in many regions as indicated in the figure by red
boxes. Another advantage of such a model is that it can be
easily extended to handle additive noise making it suitable for
a noisy reverberant scenario. This method is referred to as R-
NMF+NMF.

3. Results

Table 1 compares the improvement in objective measures ob-
tained for the proposed single channel enhancement method.
The performance is compared with other NMF based reference
methods. Degraded data was generated using a subset of 16
TIMIT utterances [15]. Each utterance was convolved with four
different measured RIRs and added with a non-stationary (fac-
tory) noise at 10dB signal-to-noise (SNR) ratio. 100 speaker
specific bases were learned from clean utterances of the speaker.
100 noise bases are learned from noise recordings. The pro-
posed algorithms have better enhancement measures as com-
pared with the reference method.

4. Future Plan

In the proposed single-channel enhancement method, speaker
specific clean speech bases are learned from the clean record-
ings of the same speaker. In many real-world applications, clean
utterances of the specific speaker are not available. Further,
learning bases for each speaker is a tedious task. One approach
used in literature is to learn a large number of clean speech bases
vectors, which can be used by a large number of speakers. How-
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Figure 2: Spectrogram of (a) Clean speech, (b) Reverb speech,
(c) Enhanced speech using C-NMF+NMF, and (d) Enhanced
speech using the proposed R-NMF. The regions where R-NMF
performs better is shown using red boxes.

ever, this is computationally expensive. One of the approach
to avoid the above limitations is to use of unsupervised bases,
where clean speech and noise bases are learned from the de-
graded data. Noise bases can be learned from the silence re-
gions of the utterances. The performance of the algorithms de-
pends on accuracy in estimation of silence regions. Secondly,
the separability approximation of RIR spectrogram ignores the
frequency dependence of Tg0. The approximation needs to be
relaxed to take into account the frequency dependency of To.
The separability assumption can be viewed as obtaining a rank-
1 NMF approximation for the RIR spectrogram. This can be
handled by having a rank-r approximation of the RIR spectro-
gram instead of the original rank-1 approximation. The final
aspect of the work is to improve the ASR performance of the
algorithms. Initial experiments indicate that the ASR results do
not improve for ASR system trained using clean data, though
the enhancement measures show significant improvements. The
training-testing mismatch can be one of the reasons for the poor
performance. The enhancement algorithms introduce speech
distortions to the enhanced data. Due to this, feature vectors
estimated for enhanced data differ significantly from the corre-
sponding clean data. The effects of multi-channel and single-
channel enhancement algorithms on ASR performance needs to
be understood to improve the ASR results. With such a system,
we also intend to participate in the 5-th CHiME speech separa-
tion and recognition challenge to be held in September 2018.
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