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1. Motivation
Speech is the most simplest way of communication among the
humans. This is an inspiration to carry a lot of research in this
area. In spite of tremendous research in emotional speech pro-
cessing, the ability of the algorithms is poor since they are un-
able to model different emotions of the speaker. Emotion pro-
cessing from speech signal is a challenging research domain.
Speech emotion recognition systems have many practical appli-
cations: in call centers to scrutinizing the state of the attendants
while responding to their customers will make better service
quality. They are used in on-board driving system, which col-
lects the data about the emotional state of the driver to prevent
accidents.
Index Terms: Emotion classification, Harmonic analysis, Ex-
citation source features, Convolutional neural networks.

2. Key Issues Identified
Designing speech based emotion recognition system [1] is chal-
lenging due to the following reasons: (1) Finding the features
that correlate well with the emotions [2, 3]. (2) Emotions are
speaker and the environment dependent [4, 5]. (3) Transient
emotions are ineffective when a speaker is in one particular
emotion for a longer time.

Extraction of features which will differentiate different
emotions is one of the major issues in designing an emotion
recognition system. There are four groups of speech features.
(1) local and global features, (2) qualitative features, (3) spectral
features, and (4) TEO (Teager energy operator) based features.
In the literature:

• It is observed that continuous (local and global) speech
features such as F0 and duration features carry emotion-
related information [6–8].

• Some experiments done on voice quality features have
drawn a relation among the detected emotion and the
quality of the voice.

• Spectral features such as MFCC are extracted from the
short-time representations of speech signal.

• TEO structure of the pitch contour is used as a feature to
classify the different emotions in speech.

There is no specific feature which extract all the informa-
tion. Therefore, feature extraction for effective emotion recog-
nition is still a challenging problem. In the past few years, dif-
ferent classification models such as Support Vector Machines
(SVM), decision trees, K-nearest Neighbors (KNN), and Neural
Networks (NN). Deep learning is one of the most popular area
of research in machine learning. The ability of CNN to learn
high dimensional features is useful in developing speech-based
emotion recognition systems.

Figure 1: Some Source/Prosody Features for ”Neutral” Emo-
tion (a) Speech Signal, (b) F0 in Hz, (c) SoE, and (d) EoE.

Figure 2: Some Source/Prosody Features for ”Anger” Emotion
(a) Speech Signal, (b) F0 in Hz, (c) SoE, and (d) EoE.

3. Major Contributions
Speech production is a dynamic system which includes the vo-
cal tract system and the excitation source. Each sound unit pro-
duced will have different duration and energy contours. Zero
frequency filtering (ZFF) and linear prediction (LP) analysis are
used to calculate the features. LP analysis is used to calculate
linear prediction coefficients (LPCs) which represents the dy-
namically varying vocal tract system. Harmonic features are
computed using adaptive Quasi-Harmonic Model (aQHM).

Harmonic representation gives an estimation of amplitudes
and frequencies present in the speech signal. DFT based har-
monic model gives sinusoidal frequencies and their correspond-
ing amplitudes. Frequencies are computed by picking peaks
from DFT spectrum. In DFT based method, window size is
crucial in estimating parameters and resynthesizing of the sig-
nal.



Table 1: Accuracy and Unweighted Average Recall (UAR) for the development set of EmotAsS database with different feature combi-
nation and classifiers (SVM, KNN, CNN).

Features
Classifiers Baseline SystemSVM KNN CNN

Accuracy(%) UAR(%) Accuracy(%) UAR(%) Accuracy(%) UAR(%) Accuracy(%) UAR(%)
S 50.8 32.46 54.82 26.46 51.6 41.9 45.3 37.8S+H 47.2 31.7 48.4 25.7 47.4 40.27

Table 2: Results of test data using the CNN model trained with
source and prosody features. Trail-1 corresponds to CNN with
7-Conv & 2-Pool and trail-2 corresponds to CNN with 6-Conv
& 2-Pool.

Model Accuracy (%) UAR (%)
Trail-1 40.013 32.758
Trail-2 45.111 29.298

Three models are taken into consideration for the study. In
the analysis, a 2.5 ms frame rate is considered. The window
size is fixed at 30 ms. Frame rate and analysis window size are
same for both voiced and unvoiced regions. For each analysis
frame, 10 frequencies corresponding to the highest amplitudes
are computed.

There are many variants of the standard neural network.
Convolutional Neural Network (CNN) is one among these vari-
ants. CNN possess a different network structure compared to
deep neural networks (DNNs). It consists of two layers called
convolution layer and pooling layer. Convolutional layer carry
forward the inputs through some hidden units and fed to pool-
ing layer which will allay the variability present in hidden units,
which are due to different styles of speaking, channel distur-
bances. Speech signals will have these type of spectral varia-
tions. Hence, CNN are relatively more useful for speech pro-
cessing than Deep Neural Networks (DNNs).

In my current research, harmonic features, excitation source
features, and prosody features are used to classify different
emotions. Harmonic amplitude variations are calculated us-
ing adaptive Quasi-Harmonic Analysis (QHA). The excitation
source and prosody feature set consists of fundamental fre-
quency (F0), Strength of Excitation (SoE), Energy of Excitation
(EoE), duration features and their respective statistics. Convo-
lutional Neural Network (CNN) is explored for the classifica-
tion. The INTERSPEECH 2018 Computational Paralinguistics
Challenge: Atypical Affect Sub-Challenge database (EmotAsS)
is used for the study.

Some source/prosody features are shown in Figure 1 for the
speech signal corresponding to emotion Neutral and Figure 2
shows the speech signal corresponding to emotion Anger. In
Figure 1 and 2 (a) represents speech signal corresponds to emo-
tions, (b) represents fundamental frequency (F0), (c) represents
the strength of excitation (SoE), and (d) represents the energy
of excitation (E0E). It is clear that F0 of Anger (in the range
of 160 Hz to 370 Hz) is more than Neutral (in the range of
100 Hz to 220 Hz). SoE is higher for Neutral emotion (in the
range of 0 dB to 20 dB) compared Anger emotion (in the range
of 0 dB to 3 dB). EoE is some what higher for anger compared
to other emotions.

4. Results and Discussion
The performance of emotion classification system for different
classifiers is given in Table 2. Accuracy and unweighted aver-
age recall (UAR) are used as performance metrics.

Accuracy = TP/(TP + FP ) (1)

UAR = TP/(TP + FN) (2)

In addition to CNN, classification is done using Support
Vector Machine (SVM), K-Nearest Neighbour (KNN). The re-
sults of CNN are better than other classification models and
crossed the performance of baseline system. Baseline system is
implemented using fusion based model trained with ComParE
features. The model which gave best results on test data is used
as baseline system and gave accuracy 45.3% and UAR 37.8%
on development data

We have used the CNN model built using source and
prosody features for evaluating the test data. The results are
given in Table 2.

In trial-1, the test data applied to a CNN model trained with
source and prosody features. The CNN model consists of seven
convolution layers and two pooling layers. This model gave the
accuracy 51.6%, UAR 41.9%. The F1score of this model is
found to be 27.26%. In tria-2, we used different CNN model
with six convolution layers and two pooling layers which accu-
racy 48.04%, UAR 42.7%. The F1score for trial-2 is found
to be 25.72%. Though the UAR is better in trial-2, the perfor-
mance is not better on test data considering UAR metric. This
is because the F1score is better in trial-1.

5. Future Plan
Each sentence may be uttered with different emotions with vari-
able number like happy-laughter and sarcastic-laughter. The fu-
ture plan of my research is to detect multiple emotions from the
utterance using different deep classification models. The main
concentration will be on hierarchical deep neural network mod-
els.
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