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Abstract
Recently, developing Automatic Speech Recognition (ASR)
systems for Low Resource (LR) languages, and distant multi-
microphone conversational speech recognition, are active re-
search area. The research in ASR is significantly advanced us-
ing deep learning approaches producing state-of-the-art results
compared to the conventional approaches. However, it is still
challenging to use such approaches for LR languages since it
requires a huge amount of training data. Also, distant multi-
microphone ASR remains a challenging goal in everyday en-
vironments involving multiple background sources and rever-
beration. Recently, deep learning based end-to-end ASR sys-
tem developement approach is emerging along with RNNLM
and robust feature representation improvement in the perfor-
mance of the ASR. My research work is contributing in both
of the above mentioned aspects of ASR as our lab participated
in the Low Resource Speech Recognition Challenge for Indian
Languages, and CHiME-5 Challenge in INTERSPEECH 2018,
and bring out the significant improvement in the performance
as compared to the baseline systems. Related developements in
both aspects of ASR and our contribution is presented in this
paper.
Index Terms: Low resource languages, ASR, deep learning,
RNNLM.

1. Introduction
Speech is being the most natural way of communication, the
research community is interested in Human Language Tech-
nologies (HLT) for human-machine interaction. It motivates
the development of text-to-speech (TTS) and Automatic Speech
Recognition (ASR) systems. ASR developement for low re-
source (LR) languages, and distant multi-microphone conversa-
tional speech recognition, are emerging research topics in HLT.

A language is considered as a LR when it lacks of unique
writing system or stable orthography, linguistic expertise, elec-
tronic resources for speech and language processing, such as
monolingual corpora, bilingual electronic dictionaries, tran-
scribed speech data, pronunciation dictionaries, vocabulary
lists, limited presence on the web, etc [1]. Only a small frac-
tion of languages offers the resources required for the devel-
opment of HLT [2]. Recently, deep learning aspects produce
state-of-the-art results in many speech processing applications
including ASR. The detailed survey on using deep learning
for speech processing is presented in [3]. However, to train
deep architectures, such as Deep Neural Networks (DNN), a
large amount of training data is required. Hence, develop-
ment of ASR using deep learning for LR languages is restricted
due to the scarcity of data (in particular, audio, text or both).
Still, use of high resourced and multilingual approaches have
emerged to train DNN and consider LR language as a target
language. To mitigate the limitation of developing ASR sys-

tem for LR languages, we will either require innovative data
collection/augmentation methodologies to increase the training
data or the models for which information is shared amongst
languages. There have been some efforts for the development
of Indian language speech database for the Automatic Speech
recognition (ASR) [4] and BABEL program [5]. Recently, ASR
challenge for low resource Indian languages has been organized
as a special session during the INTERSPEECH 2018. This chal-
lenge focuses on three Indian languages, namely, Gujarati, Tel-
ugu and Tamil. We participated in this challenge to develope
ASR system for Gujarati language.

The developement in home automation and multimedia sys-
tems, has attracted the research in the distant multi-microphone
conversational speech recognition which poses difficult rever-
berant and noisy conditions. The performance in this research
topic has improved tremendously due to advances in speech
processing, audio enhancement, and machine learning tech-
niques. The CHiME challenges [6–8] and corpora have con-
tributed to popularizing research on this topic, together with
the DICIT [9], Sweet-Home [10], and DIRHA [11] corpora.
The experimental results in CHiME-4 challenge shows the re-
cent developement on this research topic. We perticipated
in CHiME-5 challenge which has been organized as a satel-
lite workshop during the INTERSPEECH 2018. Experimental
setup and results of our ongoing work are discussed in next sec-
tion.

2. Proposed System
2.1. Amplitude Modulation-based Features

The AM signals are extracted from the auditory filterbanks us-
ing the Energy Separation Algorithm (ESA) [12]. We have con-
sidered three type of filterbanks for our experiments. The two
standard auditory filterbanks are gammatone and Gabor filter-
bank. The third one is obtained from the auditory filterbank
learning using ConvRBM [13]. The block diagram for the AM
feature extraction is shown in Figure 1. The short-time spectral
features are obtained using framing with a Hamming window of
squared envelopes followed by a logarithmic compression. The
squaring and logarithm operation approximates the inner and
outer hair cell nonlinearities, respectively in the cochlea [14].

Figure 1: Block diagram of AM spectral feature extraction.



2.2. Recurrent Neural Networks for Language Modeling

Recurrent Neural Network Language Model (RNNLM) allows
the information to persist by keeping loops in them [15]. We
have used the Gated Recurrent Unit (GRU) as an activation
function [16] and noise contrastive estimation (NCE) for the
faster RNNLM training and testing [17]. The combination of
RNNLM with n-gram LM is often done as shown in Figure 2 to
preserve the essence of context and strong generalization. The
LM probability using a linear interpolation of RNNLM with n-
gram LM is given by [17]:

P (wi|hi) = λPnG(wi|hi) + (1− λ)PRNNLM(wi|hi), (1)

where λ is a weight given to the n-gram LM PnG(·).

2.3. Deep Neural Networks for Acoustic Modeling

In this work, we used two DNN architectures which are Long
Short-Term Memory (LSTM)-based RNN [18] and Time-Delay
Neural Networks (TDNN). We also used TDNN-LSTM system
which is recently proposed to get advantages of both TDNN
and LSTM models [19]. In Figure 2, the TDNN/TDNN-LSTM
block is shown which takes the labels from the Linear Discrim-
inant Analysis (LDA)-Maximum Likelihood Linear Transform
(MLLT) system. The decoding of the test data is performed
using 3-gram LM followed by RNNLM rescoring.

Figure 2: Block diagram for the ASR system using neural net-
works.

3. Experimental Setup
For the low resource speech recognition challenge for Indian
languages, data is provided by SpeechOcean.com and Microsoft
which is divided into a train and test sets [20]. The blind test set
was released later as a part of the Challenge. We developed
the ASR system for Gujarati language. The database of this
language contains 22807, 3075, and 3419 utterances with 40, 5,
and 5 hours of train, test and blind test data, respectively. While,
CHiME-5 dataset is made up of the recording of twenty sepa-
rate dinner parties taking place in real homes at different loca-
tions. Each party has been recorded with a set of six Microsoft
Kinect devices. Each Kinect device has 4 sample-synchronised
microphones and camera. Training data consists of recordings
of 16 parties, while developement and evaluation data contains
2 parties each. This database contains 79980, 7440, and 11028
utterances with 40:33, 4:27, and 5:12 hours of train, develope-
ment and evaluation data, respectively. Participants are allowed
to move naturally from one location to another and free to con-
verse on any topics to make the conversational speech corpus.

For both databases, conventional GMM-HMM triphone
system is built. We used the alignments obtained using the
cepstral-based features for DNN training experiments with var-
ious filterbanks. We trained TDNN and TDNN-LSTM systems
for DNN-based feature representation. For low resource chal-
lenge, Mel Frequency Cepstral Coefficients (MFCC) and AM-
based cepstral features are extracted. The notations of AM cep-
stral features for three types of filterbanks are AM-GCC, AM-
GTCC, and AM-ConvRBM-CC for Gabor, gammatone, and
ConvRBM filterbanks, respectively. The ConvRBM-based fil-
terbank (CBANK) is learned from the training database using
the method proposed in [13]. The notations for AM spectral
features for three types of filterbanks are denoted as AM-GTFB,
AM-GFB, and AM-CBANK for gammatone, Gabor, and Con-
vRBM filterbanks, respectively.

The 3-gram LM is built using the SRILM toolkit [21] from
the training corpus. The RNNLM is built with a training corpus
in the Gujarati language using the faster-RNNLM toolkit [22].
The weight λ in the Eq. (1) is chosen to be 0.25, 0.5 and 0.75
for LM rescoring. All the ASR systems are trained in the Kaldi
toolkit.

For CHiME-5 challege, they provided ene-to-end system
over ESPnet, whereas we built it using Kaldi toolkit [23].
Speech enhancement is performed on training and develope-
ment data using weighted delay-and-sum beamforming tech-
nique.

4. Experimental Results
To explore the possible complementary information of various
feature sets and classifiers, the system combination experiments
(denoted as SC) are performed and reported in Table 1. The best
performance is obtained with the SC-1 which includes com-
bination of five ASR systems, (1) TDNN with FBANK, (2)
TDNN with CBANK, (3) TDNN with AM-GFB, (4) TDNN-
LSTM with AM-GTFB, and (5) TDNN-LSTM with CBANK.
Using SC-1 combination strategy, there is a relative reduction
of 4.3 % and 4.98 % over TDNN system trained with FBANK
and decoded with RNNLM rescoring.

For CHiME-5 challenge, we built end-to-end system using
Kaldi toolkit. Baseline end-to-end system gives 94.7% WER
which is built using ESPnet. We are able to reduce the WER to
83.75% with ongoing experimentations.

Table 1: Results of system various combination in % WER.

System Test Blind Test

TDNN-FBANK (Baseline) [20] 19.76 28.99
TDNN-FBANK (Our baseline) 16.80 21.81
TDNN-FBANK with RNNLM 15.58 20.70

SC-5 14.91 19.67
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