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1. Research Problem Statement
Whispering is an indispensable form of communication that
emerges in private conversations as well as in pathological
situations [1]. In conditions such as partial or total laryn-
gectomy, spasmodic dysphonia etc, alaryngeal speech such as
esophageal, tracheo-esophageal speech and hoarse whispered
speech are common [2, 3]. Whispered speech is primarily char-
acterized by the lack of vocal fold vibrations, and, hence, pitch
[4]. In addition to lack of voicing, whispered speech is also
characterized by formant shifts [5], that are typically due to the
exaggerated articulatory movements exhibited while whisper-
ing. In recent times, applications such as voice activity detec-
tion [6, 7], speaker identification and verification [8, 9, 10] and
speech recognition [11, 12, 13] have been extended to whis-
pered speech as well. Several efforts have also been undertaken
to convert the less intelligible whispered speech into a more nat-
ural sounding neutral speech [14, 15, 16, 17]. While there have
been a few works in the literature, a thorough understanding
of the acoustic and articulatory characteristics of whispering re-
main unclear. Hence, the aim of the thesis is two-fold, 1) to ana-
lyze the different characteristics of whispered speech using both
speech and articulatory data, 2) to perform whispered speech to
neutral speech conversion using the state-of-the art modeling
techniques.

2. Problems addressed and key findings
2.1. Analysis of whispered speech

2.1.1. Analysis employing speech data

It is known that pitch, that results from vocal fold vibrations
carries the speaker’s gender related information in the case of
neutral speech. It is now of interest to understand how whis-
pered speech, which is typically unvoiced, encodes the informa-
tion about the speaker’s gender [18]. Automatic gender classi-
fication using mel-frequency cepstral coefficients (MFCC) and
a support vector machine (SVM) classifier reveals that whis-
pered speech results in a classification accuracy of 89.43%,
while neutral speech results in 93.84%. This indicates that
although the gender specific information is captured better by
neutral speech, whispered speech is not completely devoid of
it. Further analysis also shows that 1) the first MFCC is rich in
gender specific information compared to the others and 2) the
dynamics of MFCCs do not carry additional gender related in-
formation compared to their static counterparts, in both neutral
and whispered speech.

There are several challenges involved in developing a whis-
pered to neutral conversion system. Apart from modifying the
spectrum of whispered speech, there is a need to estimate and
incorporate pitch. It is known that pitch exists only in the case
of voiced (V) phonemes, whose production involves vocal fold
vibrations, unlike unvoiced (UV) phonemes, where the vocal
folds remain open. Therefore in order to incorporate pitch, we

first require the boundaries of V and UV phonemes from whis-
pered speech. It is now of interest to first understand if hu-
mans perceive the difference between the whispered V and UV
phonemes. Therefore, we investigate if the discrimination be-
tween the whispered V-UV consonants is still preserved using
seven V-UV consonant pairs, in the form of vowel consonant-
vowel (VCV) stimuli, from six Indian languages [19]. Sub-
jective analysis reveals that even with the lack of voicing in
whispered speech, voiced consonants do not completely lose
their identity, although, on average, the discrimination of V-UV
pairs in whispered speech is lower compared to that in neutral
speech. It is also found that the variation of the acoustics from
neutral to whispered speech is consonant specific. Based on ob-
jective analysis, it is seen that the acoustic properties of the stop
consonants are preserved more than the affricates in whispered
speech. Specifically, it is observed that while the Velar stop con-
sonant (/g/) is most affected, the Palato-alveolar sibilant (/Z/) is
least affected. Since this work indicates that V-UV phonemes
can be discriminated from whispered speech, a potential bases
to represent the whispered V and UV spectra is further explored.

Exploiting the noise-like nature of whispered speech, a
hypothesis, that a whispered speech spectrum can be repre-
sented as a linear combination of a set of colored noise spec-
tra, is made [20]. Five colored noises with increasing spectral
slope f and f2, decreasing spectral slope 1/f and 1/f2 and
white Gaussian noise are considered. A colored noise dictio-
nary (CND) using spectra from each of the five noises is con-
structed and non-negative matrix factorization (NMF) [21] is
employed to estimate the contribution from each of these col-
ored noise basis vectors (CNBV). In order to find if these col-
ored noises could represent the whispered V and UV phonemes
well, we perform an automatic classification of V-UV with fea-
tures computed using NMF on the CND, employing a Deep
Neural Network (DNN) as the classifier. We also compare
the performance of the CND with 1) features computed from a
data driven dictionary and 2) MFCCs. Averaged across V/UV,
we obtain an accuracy of 65.60%(±11.37), 72.26%(±5.60)
and 77.21%(±6.40) for the data driven dictionary, CND and
MFCC schemes, respectively. It is observed that the CND rep-
resents the whispered speech spectra, better, compared to a data
driven dictionary and performs comparable to that of MFCCs.
The observation that the contribution of each CNBV, varies
from V to UV, confirms that the ‘color’ of the whispered V
and UV phonemes is, indeed, different. These studies demon-
strate that although unvoiced, the spectrum of whispered speech
carries voicing cues. These voicing cues could be attributed to
the exaggerated movements of the articulators while whispering
[22, 23, 24, 25].

2.1.2. Analysis employing articulatory data

Since it is known that whispered and neutral speech have differ-
ent characteristics in both acoustics and articulation, a compari-
son of the accuracy with which the articulation can be recovered



from the acoustics is done from both types of speech, individ-
ually [26]. The 460 phonetically balanced English sentences
from the MOCHA-TIMIT database [27] are used as stimuli for
recording both the audio and articulatory data using electro-
magnetic articulography (EMA) [28] from four subjects, along
the mid-sagittal plane from six sensors, namely, upper lip (UL),
lower lip (LL), jaw (J), tongue tip (TT), tongue body (TB) and
tongue dorsum (TD). Twelve dimensional articulatory features
are computed (from the two axes of the plane, eg. ULx, ULz).
Acoustic-to-articulatory inversion (AAI) performed with these
twelve articulatory features using a DNN reveals that the perfor-
mance drops significantly only for Jx, TTz and TBz in the case
of whispered speech compared to neutral speech. This suggests
that although whispered speech lacks voicing and is less intelli-
gible compared to neutral speech, the information about the ar-
ticulatory movements is still encoded in the spectral character-
istics of whispered speech. Experiments with models trained on
neutral speech being tested by whispered speech and vice-versa
demonstrate that acoustic-to-articulatory mapping of whispered
speech is different from that of the neutral speech. Further anal-
ysis also reveals that the dynamics of the articulatory move-
ments while whispering is smoother than that of neutral speech.
These observations trigger a bigger question– ‘how are the ar-
ticulatory movements in whispered speech, related to those in
neutral speech?’

In order to investigate how the neutral speech articulatory
trajectories (NATs) are related to the whispered speech articu-
latory trajectories (WATs), three candidate transformation func-
tions (TF), namely, an affine function with a diagonal matrix
(Ad), a full matrix (Af ) and a DNN based nonlinear function
are considered [29]. While Ad reconstructs one NAT from the
corresponding WAT, Af and DNN reconstruct each NAT from
all WATs. For these experiments, EMA recordings from six
subjects are considered with the 460 phonetically balanced ut-
terances from the MOCHA-TIMIT database as the stimuli. The
TF which results in the least dynamic time warped (DTW) [30]
distance between the transformed WATs and the original NATs
turns out to be the affine function with a full matrix Af , at ut-
terance level and across broad class phoneme categories. This
indicates that the exaggerated articulatory movements in whis-
pered speech need not results in a highly nonlinear transforma-
tion between the WATs and NATs. Further investigation shows
that the sensors placed on the tongue, show an increase in, both,
stability and precision in their movements, while whispering.
This indicates that controlling the articulation of tongue is vital
to improve the intelligibility of whispered speech, compared to
the other articulators considered in the study.

2.2. Whispered to neutral speech conversion

Detection of whispered speech from a stream of audio is an
important preprocessing module that precedes the conversion
step. Thus, whisper activity detection (WAD) is done to seg-
ment whispered speech, given a noisy recording of whispered
speech [31]. Unlike voice activity detection of neutral speech
from a noisy recording, WAD is even more challenging due
to the noise-like nature of whispered speech. A feature based
on the long term variation of the logarithm of the the sub-band
signal’s energy profile is proposed to detect whispered speech.
Experiments are performed with eight different noises at four
different signal-to-noise ratios. The sub-bands that are vital to
discriminate noise from noisy whispered speech turn out to be
noise specific. It is also found that the proposed feature outper-
forms four other baseline schemes even at −5dB SNR.

In order to reconstruct neutral speech from whispered
speech, methods that directly modify the formants and com-
pute pitch from formants have been proposed [14, 15]. In ad-
dition to such methods, voice conversion based techniques us-
ing Gaussian mixture models [17] and DNNs [16] have also
been proposed. Since these techniques do not exploit the time
varying structure in speech, a bi-directional LSTM (BLSTM)
[32, 33] based whispered to neutral speech conversion is pro-
posed [34]. In this work, the STRAIGHT speech synthesizer
is used. Four BLSTMs are trained to estimate the neutral mel
cepstral coefficients, pitch, periodicity level and the V-UV class
from whispered mel cepstral coefficients. Subject specific ex-
periments using data from six subjects reveal that the BLSTM
estimates both the spectral and excitation features, better than
its DNN counterpart. It is also observed that the pitch predic-
tion using the two models is comparable. In a listening test the
proposed BLSTM based scheme is chosen ∼ 27% more often
than a DNN based baseline scheme. This subjective evaluation
confirms that the proposed BLSTM based whispered to neutral
conversion scheme results in a more natural sounding recon-
structed speech. Further analysis following feedback from the
participants of the listening test reveals that the improvement in
the naturalness of the proposed scheme could be due to the tem-
porally smoother feature trajectories predicted by the BLSTM.

3. Major contributions of the research
The summary of the major contributions of the research is as
follows:

• An improved understanding about how whispered
speech maintains its degree of intelligibility even with
the lack of voicing. This is done by the analysis of how
the whispered speech spectrum encodes speaker gender
related information, detailed investigation of human per-
ception of whispered V-UV phonemes and proposal of
bases for V-UV phonemes motivated by the noise-like
nature of whispered speech.

• Detailed understanding of how articulation varies across
neutral and whispered speech with regard to differences
in the performance of AAI, investigation of the transfor-
mation function that relates neutral and whispered artic-
ulation and analysis of exaggerated articulatory move-
ments in whispered speech using EMA.

• Whisper activity detection under noisy condition.

• Whispered to neutral speech conversion using bi-
directional LSTMS.

3.1. Problems to be addressed

The problems to be addressed include understanding 1) how the
whispered spectrum must be parametrized in order to aid both
effective representation and mapping of whispered speech into
neutral speech, 2) how pitch is encoded in whispered articula-
tory movements and 3) how stress manifests itself in whispered
speech.
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