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1. Introduction
Cleft lip and palate (CLP) is a craniofacial condition which
leads to various speech-related disorders. CLP interferes with
the speech intelligibility resulting in communication impair-
ments. Even after surgical repair, the speech disorders persists
due to the associated velopharyngeal dysfunction (VPD) or oro-
nasal fistula [1, 2, 4]. The speech-related disorders are broadly
categorized into hypernasality, hyponasality, nasal air emission,
consonant production errors, and voice disorders [3]. Clinically,
the main concern is to enhance the intelligibility of CLP speech.
Improvement of CLP speech intelligibility is necessary to help
the CLP speakers communicate effectively.

1.1. Need for intelligibility enhancement
The clinical treatment for improving the intelligibility of CLP
speech involves primary and secondary surgery. The CLP
speech correction requires a long period of time and the ratio
of speech-language pathologists (SLPs) to the individuals with
CLP is very small. To correct functional disorders, speech ther-
apy is mostly recommended. In standard speech therapy tech-
nique, an SLP simulates the disordered speech and presents to
the individual with CLP along with the correct speech. Some-
times biofeedback (auditory, visual, and tactile) mechanisms
are also employed to enhance the speech intelligibility during
speech therapies [5]. Several prior studies have reported that
modified auditory feedback helps in acquiring correct speech
sound production [7, 8, 9, 10, 12]. However, studies like mod-
ified auditory feedback mechanism based on signal processing
techniques were not attempted for CLP speech till now. Hence,
if the disordered speech and its modified version is provided as
an auditory feedback to the individuals with CLP along with
other standard speech therapy techniques, it may be more effec-
tive for the speakers with CLP. Also presenting the individuals
with their modified speech will motivate them by giving them
a preview of the voice that would be achieved after successful
speech therapy.

1.2. Motivation of the study
In literature, several approaches based on signal processing
techniques are proposed for improving the intelligibility of vari-
ous pathological speech. One of these corresponds to dysarthric
speech modification based on acoustic transformation [13],
Gaussian mixture modeling (GMM) [15], etc. Alaryngeal
speech enhancement includes the transformation of speech by
enhancing formants, perceptual weighting technique [16, 17].
Methods like frequency lowering system were proposed for en-
hancing the intelligibility of degraded speech [18]. A few stud-
ies also report speech intelligibility enhancement for individ-
uals with articulation disorders using voice conversion tech-
nique [19, 20]. The existing pathological speech enhancement
studies involve issues of various communication disorders. De-
spite the potential of the enhanced speech in speech therapy,

CLP speech enhancement is not studied abundantly in the liter-
ature. The exception is one recent work which involves spectral
enhancement of hypernasal speech [22]. In CLP speech due to
misarticulated obstruents and vowel nasalization, intelligibility
is mostly distorted. Hence, we first try to analyze intelligibility
distortions caused by specific obstruent errors like misarticu-
lated fricative /s/ and stop consonants /b,d,g,k,t,T/ and vowel
nasalization /a,i,u/. Based on the observed distortions, the er-
rors are modified and recombined with the original speech to
observe the impact of the enhancement method.

2. Database Description
The speech materials were collected from the All India Insti-
tute of Speech and Hearing (AIISH), Mysuru, India. Native
Kannada-speaking children were recruited for the recording. 29
CLP speakers participated in the study which consists of 17
male and 12 female, and the age was 9 ± 2 years (mean ±
standard deviation) during the recording. Not one of the CLP
participant bears any history of developmental difficulties. 31
speakers (12 male and 19 female) with normal speech and lan-
guage characteristics also participated in the study as a control
group. The age of the control group was 10 ± 2 years (mean
± standard deviation). Prior consents were collected from the
parents before the recording of speech samples. Speech sam-
ples were recorded under clean room condition using the sound
level meter (Bruel & Kjær, Nærum, Denmark) at 48 kHz sam-
pling rate and 16-bit resolution. The SLPs assess the speech
distortions by transcribing the speech samples and providing de-
viation scores on a scale of 0 to 3, where, 0 = close to normal,
1 = mild deviation, 2 = moderate deviation, and 3 = severe
deviation. Subsequently, using PRAAT software [23], wave-
form, and spectrographic analysis are also performed to decide
the category of errors.

3. Methodology and Results
In this thesis, we attempt to analyze and modify obstruent mis-
articulations and vowel nasalization. At first, we analyzed and
modified the fricative /s/ misarticulation. When the original
/s/ is replaced with modified /s/ in consonant-vowel-consonant-
vowel (CVCV) words, it is observed that due to vowel nasaliza-
tion, the CVCV word is not perceived as intelligible as it should
be. Thus, to obtain word-level intelligibility, the vowels must
also be de-nasalized. Therefore, we analyzed three nasalized
vowels: /a/, /i/, and /u/ and modified them using temporal and
spectral processing. Further, we attempt to modify the compen-
satory errors produced for stop consonants using nonnegative
matrix factorization method.

3.1. Analysis of fricative /s/ misarticulation and its en-
hancement
This work involves investigating the acoustic characteristics of
misarticulated fricatives for automatic segmentation followed
by modification of these errors close to normal like /s/. We



analyze three types of misarticulated fricative /s/: palatalized
articulation, nasal air emission distorted /s/ and glottal stop
substituted /s/ in initial and medial position in fricative-vowel-
fricative-vowel (FVFV) structure [3]. We perform automatic
segmentation of the misarticulated fricatives using the onset of
glottal activity region as an anchoring point. Within 150 ms of
the onset point of glottal activity region, we search for fricative
evidence using zero crossing rate, band energy ratio and spec-
tral tilt. If fricative evidence is detected, then the category of
fricative error is determined using the features namely, spectral
centroid, dominant spectral centroid, and maximum normalized
spectral slope. Further, an average spectral distance is mea-
sured between the detected misarticulated /s/ and normal /s/,
where an optimal filter is designed to compensate for the dif-
ference using generalized singular value decomposition. In the
above-discussed work, only the sustained region of fricative is
analyzed and modified. As the transition region between F and
V and V and F is also distorted due to co-articulation effect,
and since important perceptual cues are embedded in the tran-
sition region, it is, therefore, necessary to modify the transition
region characteristics for more intelligible speech. Therefore,
2D-DCT based joint spectro-temporal features are exploited for
the modification [21].

3.2. De-nasalization of hypernasal vowels using temporal
and spectral processing
The nasalization of vowels reduces the clarity of speech, thus
making the speech unintelligible [1, 24]. From the acoustic
analysis of HN speech, it is observed that the spectral charac-
teristics of vowels (/a/,/i/, and /u/) are deviated due to the in-
troduction of additional formant and anti-formants in the spec-
trum, broadening of formant bandwidths and spectral flatten-
ing [25]. It is also noted that, because of the deviated spectral
characteristics, the obtained residual signal consists of scaled
and delayed versions (interfering components) of the original
speech [26]. While synthesis, the interfering signal compo-
nents in the residual signal may sometimes introduce unnatural
spectral changes which are perceived as distortion in the en-
hanced speech. Therefore, modification of residual and spectral
characteristics are expected to result in intelligible speech. The
spectral characteristics of the HN speech signal are modified
by transforming the spectral envelope while keeping the funda-
mental frequency unmodified. The transformation is achieved
using GMM based spectral conversion function derived from
the source (HN) and target (normal) speakers probabilistic
model. The extended linear prediction coefficient (XLPC) cep-
strum from both the source and target speakers are used to build
the conversion function for training. The transformation con-
sists of mapping the XLPC cepstrum of HN speech towards tar-
get XLPC cepstrum by using trained conversion function. A
fine weight function is used for deemphasizing the interfering
signal components of the XLP residual signal.

3.3. Modification of compensatory errors produced for stop
consonants in CLP speech

The presence of compensatory errors in cleft lip and palate
(CLP) speech degrades the speech intelligibility severely. This
work focuses on the modification of compensatory errors pro-
duced for stop consonants in CLP speech using spectral trans-
formation technique. Stop consonants are characterized by
dynamically varying spectro-temporal characteristics. Hence,
for the modification of compensatory errors, namely, glottal,
palatal, and velar stop substitutions produced for the unvoiced
stops (/k/, /t/ and /T/) and devoicing of voiced stops (/b/, /d/

and /g/) the spectral transformation should specifically repre-
sent the dynamic characteristics rather than the mixture of dif-
ferent spectral components present in the utterance. Therefore,
in this work, an event-based approach is proposed for the spec-
tral transformation. First, automatic detection of burst onset and
vowel onset events is carried out. Having detected burst and
vowel onsets, the region from burst onset to 20 ms transition
followed by vowel onset is segmented. The segmented regions
of the source (CLP) and target (normal) speech are used for
learning the transformation matrix, which is optimized using
nonnegative matrix factorization method. The optimized trans-
formation matrix is further used to modify the compensatory
errors.

4. Conclusion and Future work
This thesis aims to develop an approach to improve the intelligi-
bility of CLP speech. The impact of intelligibility distortions on
specific-phonemes is analyzed and based on the deviated char-
acteristics an approach is proposed to compensate the errors.
The following phoneme-specific modifications are attempted,
specifically, fricative /s/ in vowel context /a/, vowels and, con-
sonants in vowel context /a/. Based on the current study, future
work is planned as the following:

• An attempt is made to improve the word-level intelligi-
bility compared to isolated phoneme enhancement. As
an illustration, three severely nasalized words such as
/baba/, /dada/ and /gaga/ are studied. The intelligibility
is improved using GMM-based spectral conversion. The
perceptual evaluation revealed that the enhanced speech
sounds muffled. Therefore, we further process the en-
hanced speech signal with an adaptive filtering method.
Prior to further processing, the vowels and voiced con-
sonants are segregated using the knowledge of the glot-
tal activity. The vowel deviations are modified by re-
ducing the formant bandwidths and scaling the formant
amplitudes and the corresponding valleys. To modify
the voiced stop consonants, the spectral peaks are op-
timized with respect to the normal speakers stop conso-
nant’s spectral peaks.

• Being a preliminary work, in this thesis, only specific
phonemes in CVCV structures are analyzed and mod-
ified. Moreover, the CVCV structures are analyzed in
one vowel contexts only. However, to meet the real-time
scenarios further exploitation of the proposed approach
is yet to be done for different vowel contexts, meaningful
words, and spontaneous speech.

• Additionally, the speech data is collected in a clean room
condition. However, with changing environment, back-
ground, and reverberation noise may also degrade the
segmentation accuracy of the proposed approach, and
hence it may affect the enhancement as well. This issue
must also be explored in future work.
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