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1. Introduction
Conventional training of text-to-speech (TTS) synthesisers in-
volves quite some laborious data processing prior to training. It
requires separate feature engineering, linguistic expertise (espe-
cially in terms of parsing text into their sub-word units), robust
alignment of speech data, etc. Attention-based sequence to se-
quence (seq2seq) models have been quite successful for speech
synthesis. The end-to-end speech framework has made things
very easy as TTSes can be directly built using <text, audio>
pairs [1, 2, 3].

The focus of the thesis is on training end-to-end speech syn-
thesisers for Indian languages. There are 1652 languages in In-
dia with 22 official languages written in different scripts. Indian
languages are considered to be low resource due to the paucity
of (annotated) speech data. To build a high-quality end-to-end
seq2seq model for synthesis, tens of hours of data are required
[1, 2, 4]. The problem now is to train a good quality TTS in a
low resource scenario for multiple Indian languages.

Although the end-to-end framework has made system
building easier, there are few issues while dealing with Indian
languages. Two major issues are considered in this thesis. The
first problem is of different scripts across languages and the sec-
ond one is of longer utterances. Both these problems and their
possible solutions are discussed in the subsequent sections. In
all the experiments, ESPNet’s implementation [5] of Tacotron2
[2] is used as the end-to-end synthesiser. About 5 hours of
monolingual data [6] is used for training.

2. Towards multilingual speech synthesis
Tacotron2 takes character sequences as input and generates mel-
spectrograms. A WaveNet vocoder auto-regressively condi-
tions on the mel-spectrograms and produces the speech output
sample-wise. Character sequences are extracted from the text
based on Unicode values. A character map is then prepared,
wherein, Unicode values present in the data are mapped to a
set of unique tokens. When multiple languages with differ-
ent scripts are pooled together, the size of the character map
becomes large. Indian languages share many similar features.
By exploiting these similarities, a multi-lingual character map
(MLCM) is proposed. Characters across languages sharing sim-
ilar acoustic features are mapped to the same token. This results
in a compact character map with only 68 unique tokens. The
MLCM has been prepared for 13 major Indian languages span-
ning 8 different scripts. A subset of the cross-lingual mapping
is given in Table 1.

As seen from Table 1, pronunciations “aa” and “i” have two
rows corresponding to vowels and vowel modifiers. Vowels and
corresponding vowel modifiers have different Unicode values in
a script, even though they represent the same sound. A pairwise
comparison (PC) test is performed to compare two systems–
one with vowels and corresponding vowel modifiers mapped
together and one without mapping. As seen from Table 2, the

Table 1: Examples of cross-lingual mapping in MLCM. Pronun-
ciations are in terms of common label set representation (CLS)
[7].

system with mapping is preferred. This mapping is incorporated
in MLCM.

Table 2: PC test results (Malayalam female data) - with and
without mapping vowels and vowel modifiers (preference in %)

Without Mapping With Mapping Equal
30 51 19

In monolingual experiments, two systems are trained for
each language with– (1) language-specific character map (2)
MLCM. The former is a subset of MLCM. A degradation mean
opinion score (DMOS) test is conducted to evaluate the sys-
tems. As expected, the system using MLCM results in a grace-
ful degradation compared to that using the language-specific
character map (Table 3).

Table 3: DMOS scores - monolingual data

Language Language-specific MLCM
Bengali 3.60 3.37
Hindi 2.88 2.86
Malayalam 3.13 3.07

Experiments are also conducted by pooling data across
languages. Two flavours of mixing are considered– (1) Ben-
gali+Hindi (2) Malayalam+Tamil. For each flavour, two sys-
tems are trained– (a) with a language-specific character map
(one containing characters specific to those scripts alone) (b)
MLCM. In the language-specific case too, characters that sound
the same across the pooled languages are mapped together.
Here too, (b) is a subset of (a). Only monolingual test sentences
are synthesised for the DMOS tests. As expected, the system
using MLCM results in a graceful degradation compared to that
using the language-specific character map (Table 5).

Although there is a slight degradation in the performance
of systems with MLCM compared to those using language-
specific character-maps, the advantage of MLCM is that it can



Table 4: Comparison of training time across different systems

Language

Training time per epoch
(min)

Sentence-based Phrase-based: T (sil) Average time per epoch
for phrases (min)100 msec 200 msec 300 msec

Hindi (M) 5.36 2.18 2.43 2.18 2.6
Tamil (F) 6.23 2.5 3.52 2.3 2.77

Table 5: DMOS scores - pooled data

Language Language-specific MLCM
Bengali 3.37 3.27
Hindi 3.05 2.81
Malayalam 3.22 3.05
Tamil 3.12 2.88

be easily extended to accommodate new Indian scripts. This
is especially useful in a multilingual scenario. This work has
been extended to include phone-based representations and has
been accepted for presentation in Speech Synthesis Workshop
(SSW), 2019.

3. Inter-pausal phrase-based approach
In general, Indian language texts are longer compared to those
in English. Traditional Indian language texts did not have the
concept of punctuation marks, including commas, full stops,
and spaces between words. Indian language utterances are
made up of a sequence of phrases rather than a sequence of
sentences.

It has been observed that for longer utterances, seq2seq
models do not perform well. Also, for very long utterances,
out-of-memory (OOM) issues are encountered. Alignment be-
tween linguistic and acoustic features is learnt more robustly for
shorter sequences [8]. Hence, it is more effective to splice the
utterances into smaller segments for training. For Indian lan-
guages, phrases as segments are a good design choice.

Studies and experiments have been carried out by [9, 10] in
the context of phrase-based TTSes. In [10], sentence level data
is spliced at the phrase-level and a TTS is trained on the phrased
data. During synthesis, the test sentence is split into phrases by
considering commas as phrase boundaries. Individual phrases
are synthesised and concatenated together to give the sentence-
level output. Experiments have been carried out in the hidden
Markov model (HMM) based domain. The experiments in this
thesis are carried out in the end-to-end framework. Also, exper-
iments are carried out by considering different thresholds for
phrasing the data.

Two languages are considered in the experiments– Hindi
(male) and Tamil (female), which belong to the Indo-Aryan
and Dravidian language families, respectively. A hybrid hidden
Markov model-deep neural network (HMM-DNN) technique
[11] is used to align the sentence level data. The aligned data is
split into phrases if the intra-sentential silence region is greater
than a certain threshold, termed as T (sil). Experiments are car-
ried out by considering T (sil)= 100 msec, 200 msec, 300 msec.
Phrase-based and sentence-based systems are evaluated using a
pairwise comparison (PC) test. For evaluation, the phrase-based
systems with T (sil)=300 msec are considered. Results of the
PC tests are given in Table 6. For Hindi, the phrase-based sys-
tem out-performs the sentence based system, while for Tamil

both systems are comparable. It is observed that the Tamil
recording is slow and has more intermediate pauses compared
to Hindi. This indicates that the silence threshold is critical for
good synthesis quality. It is also observed that phrase-based
systems produce prosodically rich synthesis. A significant ad-
vantage of the phrase-based approach is a speed up in training
time by more than 50% (Table 4).

Table 6: Results of pair comparison tests (preference in %)

Language Phrase-based Sentence-based Equal
Hindi (M) 50% 20% 30%
Tamil (F) 39% 36% 25%

4. Future plans and road map for the thesis
The above work are in the preliminary stages of experimenta-
tion. Future directions for research are summarised below:

• Experiments have been carried out using Tacotron2 ar-
chitecture and Griffin-Lim algorithm as the vocoder as
they allow for faster experimentation [12]. The plan is to
replace this with the WaveNet vocoder for better speech
quality [2].

• Building average voices and adapting it to languages
that have a low amount of speech data. The ultimate
goal would be built TTSes for languages with no written
script.

• Further explore the area of phrase-based systems for dif-
ferent languages and study the effect of varying phrase
thresholds on the synthesis speech quality.
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