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Abstract
In cross-lingual voice conversion (VC), the source and tar-
get speakers speak in different languages making it impossi-
ble to obtain the same utterance as paired training data. Pho-
netic PosteriorGram (PPG) is an effective solution to address
this problem, which can bridge between multiple speakers and
languages. PPG is the posterior probabilities of the phonetic
classes in an utterance, which can be obtained by a speaker in-
dependent automatic speech recognition (ASR) system. The
model can be trained to map PPG to the acoustic features. In
our work, we proposed bilingual PPG as a more effective pho-
netic characterization of two languages. To further enhance the
conversion performance of bilingual PPG-based cross-lingual
VC framework, we also propose an average modeling approach
to leverage the linguistic and acoustic information from other
speakers in different languages. However, the conversion per-
formance is highly dependent on the quality of ASR systems.
There still exist many research problems to be addressed to
achieve a better cross-lingual VC result.
Index Terms: cross-lingual, voice conversion, Phonetic Poste-
riorGram (PPG), AMA

1. Introduction
Voice conversion (VC) is a technique to modify the speech
of one speaker (source) to make it sound like that of another
speaker (target) while preserving the linguistic information [1].
According to whether the source speaker and target speaker
speak the same language, VC can be broadly divided into in-
tralingual VC and cross-lingual VC. In intralingual VC, most
existing methods rely on the parallel data during training, where
the source and target speakers need to record the same utter-
ances [2]. Figure 1 shows a typical framework for intralingual
VC using parallel data. The source and target utterances are first
aligned to form source-target pairs for model training. Then the
trained model can generate the converted target speech given
an utterance from the source speaker [3]. However, to achieve
a reasonable performance, it usually needs a relatively large
database for training, which is not practical in real-life appli-
cations [4].

In cross-lingual VC, the source and target speakers speak
different languages [5, 6], hence, parallel data is not available.
To achieve cross-lingual conversions, we need to address the
non-parallel training data problem. First, various alignment
methods have been proposed to find the optimal source-target
frame pairs from speech of different languages in the training
database. For example, unit selection [7, 8], iterative frame
alignment methods [9, 10, 11], and VTLN-based mapping ap-
proaches [12] are widely developed. However, the quality of
converted speech is highly dependent on the alignment perfor-
mance. Second, we may consider non-parallel VC techiqnues.
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Figure 1: The intralingual VC framework using parallel data.

Several recent approaches like Variational Autoencoder [13, 14]
and Adversarial Generative Networks (GAN) [15, 16, 17] can
be considered as possible solutions for cross-lingual VC. While,
there is still a big gap between the converted speech and the
natural one even in intralingual VC [15]. Last, we can create
parallel data from non-parallel data. Phonetic PosteriorGram
(PPG) is one possible solution, which represents the linguistic
information of speech data. Since PPG and acoustic features are
extracted from the same utterance, they are born parallel [18].
PPG-based cross-lingual VC between English and Mandarin
speakers has been reported in [19], which utilizes an English
ASR system to obtain monolingual PPG in English. During
training, English PPG is trained to be mapped to the mel cep-
stral coefficients (MCCs). During testing, given a source Man-
darin utterance, we use the same English ASR system to extract
the English PPG. Then we pass PPG to the trained model to
obtain the converted MCCs.

2. Limitations
In the above PPG-based cross-lingual VC framework, we can
easily find that there is a language mismatch in the PPG repre-
sentations during conversion. Since different language usually
have distinct phonetic classes, using English PPG to represent
a Mandarin utterance may result in performance degradation in
the converted voice. At the same time, using speech data in
one language for model training is not able to fully describe the
linguistic and acoustic information of another language.

3. Contributions
We have proposed a cross-lingual with bilingual PPG by an av-
erage modeling approach (AMA) [20]. First, bilingual PPG is
formed by concatenating English and Mandarin PPG by using
two ASR systems in each language. Second, speech data from
multiple speakers in both languages are used during training by
an AMA. Speaker i-vector is used as a condition to generate
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Figure 2: The proposed bilingual PPG-based cross-lingual VC system by an average modeling approach.
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Figure 3: Speech quality test result, B-PPG-AMA is our pro-
posed framework, a higher score accounts for a better quality.

the desired target voice. The proposed approach is shown in
Figure 2. During training, instead of using monolingual PPG,
we extract English PPG, Mandarin PPG and combine them to
be bilingual PPG. Then i-vector is also augmented to bilingual
PPG to form the input features for model training. During con-
version, we first get the bilingual PPG from a source utterance.
Then we extract the speaker i-vector from the target speech.
Similarly, we can augment i-vector to bilingual PPG and feed
them into the trained model for MCC generation.

By doing so, our proposed framework can realize many-
to-many cross-lingual VC benefiting from other speaker’s large
database in both languages. The speech quality and speaker
similarity test results are presented in Figure 3 and Figure 4, re-
spectively. We only give a brief discussion here, B-PPG-AMA
is our proposed bilingual PPG based system using the average
modeling approach. Both results show our proposed approach
achieves the best performance result, which confirms our con-
tributions in cross-lingual VC.

4. Future Works
There are four main aspects we can consider for future improve-
ment in cross-lingual VC.

1. Currently, we are working on mixed-lingual PPG to re-
place bilingual PPG, which can be obtained by a unified
English-Mandarin acoustic model. We aim to improve

16% 8% 19%

51% 59%

23%
35% 34%

58%

0%

20%

40%

60%

(a) (b) (c)

M-PPG B-PPG B-PPG-AMA N/P

Figure 4: Speaker similarity test result, B-PPG-AMA is the pro-
posed framework, a higher value indicates a higher similarity.

the linguistic representation by customizing the acoustic
model in the ASR system for VC task.

2. We also try to improve the speaker embedding for av-
erage model adaptation in another submitted work. In-
stead of using speaker i-vector, we augment an auxiliary
speaker embedding network to the primary VC network
for joint training. As the speaker embedding is optimized
for VC task, the overall performance is optimal.

3. Deep neural network based approaches have been widely
studied in speech synthesis area [21, 22] in the last
decade. Several machine learning techniques can be con-
sidered to improve the network of our current system
such as attention [23] and multi-task learning [24].

4. We will study the effect of integrating PPG into the re-
cent advanced speech synthesis tools like WaveNet [25]
and Tacotron [26] for performance improvement. We
have obtained some preliminary results.
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