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Abstract
Collections of found speech data - data that was not recorded for
research - have many benefits in a number of scenarios, not least
because of their great size. There are also challenges to tackle
when it comes to utilising found speech, the main one arguably
being that there are no adequate methods that are able to han-
dle huge quantities of noisy and heterogeneous data efficiently.
With this in mind, my research is about investigating, produc-
ing and evaluating methods that aim to properly make use of
the valuable information that is embedded in found data. To
this end, my main contribution is an original approach that re-
volves around a semi-supervised human-in-the-loop framework
for utilising large quantities of audio. I will in this Doctoral
Consortium paper discuss my work so far in combination with
plans for the future.
Index Terms: Found data, speech, annotation, human-in-the-
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1. Introduction
National archives and similar organisations contain extremely
large quantities of audio data. In Sweden the largest archives,
ISOF (Institute for Language and Folklore) and the KB
(National Library of Sweden), hold over 20,000 hours and
10,000,000 hours of audio or audio-visual recordings respec-
tively. Similar numbers can be observed in many other coun-
tries’ archives, as discussed in [1]: In Sweden, project TillTal
[2] aims to organise the quantities of the mentioned Swedish
archives. [3] presents a software platform for automatic tran-
scription and indexation of Czech and former Czechoslovakian
radio archives (100,000+ hours of audio). There are older ini-
tiatives with similar aims: SpeechFind [4] is an audio index
and search engine for spoken word collections from the 20th
century containing 60,000 hours of audio; [5] considers auto-
matic transcriptions of the Institut National de l’Audiovisuel
archives in France containing 1.5 million hours of radio and
television programs dating back to 1933 and 1949 respec-
tively; The MALACH (Multilingual Access to Large Spoken
Archives) project [6] addressed the large multilingual spoken
archives containing 116,000 hours of interviews from holocaust
survivors; CHoral [7] considers audio indexing tools for the
Dutch audiovisual cultural heritage collections.

Data collections like the ones mentioned above are often
referred to as found data1 - data that was not recorded with the
specific purpose of being used in research. Examples of found
audio data are radio and TV recordings, interviews, podcasts,
audiobooks and archived data in general (to name a few). There
are a number of reasons to favour found data over other datasets.
Compared to data collected in a controlled lab setting found data
has a much higher ecological validity given the naturalness of
the data. Cultural worth is another aspect to consider as there is

1Although I use the term found data freely, my research is almost
fully regarding audio data.

a lot of historical and cultural information embedded in record-
ings ranging from the dawn of audio recording to today. Finally,
the sheer size of found data collections is an argument in itself -
today data is interesting in its own right given the big data boom
and the constant need for more data for machine learning. As
such, found data is in many cases advantageous to alternative
data collections. This also a challenge however, as there are no
tools that can handle the large, diverse, often noisy, quantities
at hand. This is where my research comes in, in which I aim to
produce and evaluate methods and tools to utilise large quanti-
ties of speech data.

2. Temporally disassembled audio
With the aim of producing methods for exploring, and to some
extent annotating, large quantities of audio we came up with
a concept that we have come to call Temporally disassembled
audio (TDA). The notion is based on the unintuitive idea that
one does not necessarily need to listen to a sample of audio
sequentially from start to finish to get a grasp of what the sam-
ple contains. Say you have an hour a recorded material that
you want to explore. By for instance segmenting the audio into
3600 short snippets of 1 second in length you could choose to
organise them in whatever order you want. Organising them
based on their temporal positioning might be the most natural,
but you could also choose to sort them based on certain acoustic
features, and even distribute them in two, or even three dimen-
sions. TDA is based on these ideas - by temporally disassem-
bling audio into short snippets, organising them by projecting
an extracted set of feature vectors on a 2D plot, and adding a
listening functionality we have shown that one can discover cer-
tain aspects of the audio very efficiently. Different versions of
a tool that is built upon these ideas have been implemented, the
latest is available for download at github.com/perfall/Edyson2.
In short process of the method has the following steps:

1. Segment a given audio file into short snippets of equal
length ( 50ms - 1000ms).

2. Extract some acoustic features for every snippets,
MFCCs are used by default.

3. Plot every snippets as a point by projecting each fea-
ture vector onto a 2D grid using a dimensionality reduc-
tion method, e.g. t-SNE[8], UMAP[9], PCA[10] or self-
organizing maps (SOM)[11].

4. Use a looping listening function that lets the user listen
to regions of the plot by navigating via the cursor.

5. Use an annotation function that lets the user label regions
of interest.

6. Revert to the temporal domain with potential labels, re-
sulting with some crude annotations for the audio file.

2Included in the repository is a link to an online demo which I do
recommend the reader trying out to get a better sense of how the tool
works.



3. Previous results

The following section briefly presents the results of three pub-
lished papers produced during the first two years of my PhD
studies. They are presented in chronological order and revolve
around the notion of TDA (as previously described), which is
arguably the major contribution of my work.

3.1. Paper A - Bringing order to chaos: A non-sequential
approach for browsing large sets of found audio data

[12] can be viewed as a proof-of-concept study that presented
early versions of the method and did as such provide an incen-
tive for further work. Specifically, it was shown that TDA could
be used to get an insight into several different kinds of audio,
including Swedish speech, animal sounds and music.

3.2. Paper B - Towards fast browsing of found audio data:
11 presidents

Using similar implementations of TDA [1] presented a user
study where 8 participants were asked to explore and label 10
hours of (to them) unknown data using the proposed approach.
The data was a concatenation of 11 presidential speeches, rang-
ing from Kennedy in 1961 to Trump in 2017. It was shown that
participants were able to distinguish, and furthermore annotate,
three salient aspects of the audio in a matter of minutes - namely
speech, applause and silence.

3.3. Paper C - How to annotate 100 hours in 45 minutes

The most recent addition with regard to my research is [13],
where we provide evidence for the annotation potential for the
method. In addition, this paper present the tool (now named
Edyson) which is open source and available for anyone that is
interested (see Figure 1). It was shown that 100 hours of the
Fearless Steps corpus [14], a collection of the Apollo-11 radio
transmission data, could be annotated for speech activity in the
fraction of the time it would take using a traditional annotation
method.

Figure 1: Screenshot of the tool during the process of annotat-
ing speech activity in ten hours of Fearless Steps training data.
For a more elaborate description see [13].

4. Discussion and future work
The mentioned results along with separate pilot studies shows
that the method has potential regarding utilising large quanti-
ties of noisy speech data. Both in terms of exploring audio
efficiently, with the purpose of simply getting some insight in
one’s data, and for performing some rudimentary annotation.
There are however some points that need to be mentioned, that
mostly revolve around what and who the audio browsing tool
is for. Starting with the what a common question I get is why
one should use this tool when there are automatic classifiers for
fields such as speech activity and applause detection. To that
I usually say that 1, if you do not know what your audio con-
tains (which is a common scenario in archives) how would you
know what classifier to use. Also it should not be compared to
automatic tools, nor manual annotators, but viewed in its own
right; and 2, automatic methods seldom perform well in noisy
and heterogeneous conditions. Regarding the who the tool is
for I’m not certain, although there is evidence for the potential
of the approach this evidence is fully dependent on a user that
at least has some rudimentary understanding of feature extrac-
tion and dimensionality reduction. This can however not be a
requirement if the aim is to let anyone that is wanting to ex-
plore their audio utilise the method. The problem essentially
comes down to whether or not our findings should be utilised
anywhere, or only by "experts". As such, there are some chal-
lenges to consider that I would like to get some feedback on.

4.1. Future work

Depending upon the above discussion there are many potential
branches to pursue in the future. Further empirical studies for
what the method can and cannot handle is certainly of interest.
One concrete example, that there has been some experimenting
with already, is the idea of extracting vowels in noisy data us-
ing the tool. On the topic of noisy archive data it would also
be of interest to randomly select a number of samples from an
audio archive and in some systematical manner categorise these
according to one’s findings. This would be of great interest for
archivists and other individuals with large quantities of unstruc-
tured audio on hand, should the results be decent. Finally, an ex-
tensive literature study on found speech and methods to utilise
it would be valuable, not least for me personally and my future
thesis but for the field as a whole.
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