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Abstract
In my dissertation, I investigate the social speaker char-

acteristics: warmth and competence. I refer to them as the
global aspects of social perception and analyse them in syn-
thetic speech. Specifically, I hypothesize two things: (a) there
are certain vocal cues responsible for evoking these character-
istics and (b) it is feasible to incorporate these characteristics in
the present day speech generation mechanisms. To validate my
hypotheses, I propose a two stage framework: In the first stage,
I perform extensive subjective evaluations in the form of listen-
ing tests to identify which synthetic voices demonstrate char-
acteristics of warmth and competence. I also perform analysis
on the voices to identify the vocal cues corresponding to these
characteristics. In the second stage of my dissertation, I propose
to incorporate the identified vocal cues into the speech genera-
tion mechanism. Employing two target application scenarios -
Customer Service and Health care, I propose to show that in-
corporating social speaker characteristics can not only improve
user satisfaction but also user trust.
Index Terms: Warmth, Competence, speech perception, sub-
jective evaluation

1. Introduction
In the words of Aristotle, the Greek Philosopher, ”Man is a so-
cial animal”. There are studies which prove that social interac-
tions reduce the levels of stress in humans [1, 2]. For instance, a
recent research on children aged 7.5-12 shows that vocal inter-
actions are comparable to that of the physical touch in stressful
situations [1]. Psychologists state that such interactions can also
have a long term impact on the individuals who experience them
[2].

With the rapidly growing interest in human-machine inter-
actions and spoken dialog systems, Chatbots have become in-
creasingly predominant. Therefore, speech community is fo-
cusing on personalization of these chatbots for various applica-
tions such as customer service, screen-readers and personal as-
sistants [3, 4, 5]. It is imperative that this goal can be achieved
only through effective interaction of these bots with the hu-
mans. In human-human interactions, extra-linguistic informa-
tion is commonly associated with the spoken content unlike in
human-machine interactions. Therefore, these paralinguistic as-
pects, once considered only the “elegance” factors, have now
become a pre-requisite in human-machine interactions.

Improved computing abilities have facilitated the analysis
of paralinguistic information from speech. Accordingly, signifi-
cant work on varied spoken content is available through Compu-
tational Parlinguistic Challenge (ComParE), annual Interspeech
challenges [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16]. However, all
these works were performed on human speech, and the percep-
tion of the paralinguistic phenomena, the social perceptions of
synthetic voices is still obscure. To the best of our knowledge,
this is the first attempt to analyse the synthetic speech for social
speaker characteristics.

In my dissertation, I propose a two-stage framework,

• Identify the acoustic correlates influencing the global
aspects of social perception
I propose to conduct subjective evaluation based assess-
ment. Here, I try to understand how people perceive the
synthetic voices. Based on the evaluation results, I derive
the acoustic correlates that influence the desired charac-
teristics.

• Modeling of acoustic features Furthermore, I plan to
modify the speech signals that displayed less warm (or
competence) or unwarm (or incompetence). This could
be either by 1) signal processing techniques or through
2) incorporating required modifications in the synthesis
procedure.

2. Key issues identified
I target the application domains: health care, customer service
and the desired characteristics are warmth and competence re-
spectively. Firstly, I perform a study to verify if these character-
istics can be perceived in synthetic voices. This study includes
a research on what questions should we pose during the evalua-
tion of synthetic voices.

2.1. Evaluation setup

For the evaluation, I choose to use multiple TTS voices. While
doing so, I would also consider the gender balance in the syn-
thetic voices being used. The subjective data would be collected
from both native and non-native English speakers for a global
response.

2.2. Analysis of results

The evaluation would be followed by a series of analysis steps:

• Does every sentence coming from a voice possess same
characteristics? or Does the perception of different sen-
tences from a single voice differ?

• Does the gender of the participant affect the speech per-
ception? If yes, how do male participants perceive male
speakers, female speakers and vice versa.

• What are the acoustic features that contribute to percep-
tion of warmth and competence in a speech utterance?

2.3. Modeling acoustic features

I believe that, the speaker characteristics or emotions or mood
of the speaker are understood mostly based on the “way” the
sentence is being spoken. Hence, I posit that, use of Global
Style Tokens for speech generation might be a good start to in-
vestigate and generate the responsible vocal cues [17].



3. Case study: Discussion of preliminary
experiments and results

3.1. Dataset preparation

I performed a case study in the last one year for more in-
sights in this regard. Various TTS voices that evoke diverse
subjective speaker attributions were employed in the study
[18, 19, 20, 21, 20, 22]. The objective is to gather the synthe-
sized voices spanning the social speaker characteristics warmth
and competence. Thus, the prompts were generated for each
of the application domains: health care and customer service
reflecting the desired social characteristics. The text used to
synthesize such prompts is provided below.

• Is there anything I can do to help?

• I am sure we can reach a solution.

A detailed description of number of male and female voices
synthesized from each of the TTS systems is discussed in the
Table 1.

Table 1: Details of synthetic voices used in the study

TTS System Female Male
#voices MOS #voices MOS

Neural TTS 13 3.98 14 3.23
Clustergen 2 2.98 3 2.51
USS 2 1.63 4 2.37
HTS 1 2.8 2 3.4

The Mean Opinion Scores are calculated over the speech
quality and naturalness of the synthetic voices. The scores pro-
vided are averaged across all the voices per each system.

3.2. Subjective evaluation

A systematic strategy for the perception of the desired charac-
teristics from synthetic voices is unknown. Therefore, I per-
form a 3-phase evaluation of TTS systems in order to reach the
perceptual aspects contributing to the targeted characteristics, i)
pre-tests to see if the characteristics can be perceived with the
sentences chosen, ii) questionnaire preparation based on the ob-
servations and iii) Semantic scaling test and Exploratory Factor
Analysis (EFA) to determine the underlying perceptual dimen-
sions.

3.3. Observations

3.3.1. Comparison with experiments on natural speech

I compared my experimental results with that of the speech per-
ception studies performed on natural speech [23, 24]. Ignoring
the context of the speech utterance, I found, a) slightly differ-
ent set of attributes for warmth and b) new set of attributes for
competence.

3.3.2. Predicted perceptual dimensions

Through this case study, I have determined the perceptual di-
mensions underlying social speaker characteristics, warmth and
competence. I found that male TTS voices require slightly
more number of questions during the evaluation than that of
the female voices. The finalised questions/perceptual dimen-
sions common for male and female voices are further presented.
Warmth: Hearty, Pleasant, Emotional, Trusting, Agreeable,

Non-likable, Sympathetic. Competence: Calm, Relaxed, Anx-
ious, Tense.

3.3.3. Gender-bias

We observed that the female participants found female voices
to be more pleasant than the male voices. We understood this
based on the two sample t-test, performed on the participant
ratings collected separately for male and female voices. The p-
value calculated over the attribute “pleasant” was 0.38 (< 0.5)
for female participants. All the other attributes were almost cor-
related in both the genders’ participant ratings (p > 0.5).

3.3.4. Acoustic features

I have derived 88 acoustic features for each of the synthetic
voices using OpenSMILE toolkit [25]. Further, I employed
backward selection in linear regression, for feature selection.
The finalised acoustic features are presented in the Table 2.

Table 2: Finalised acoustic features in male and female speaker
for each of warmth and competence. f0= fundamental fre-
quency, f1, f2, f3= formants, HI= Hammerberg Index, HNR=
Harmonics to Noise ratio, mfcc= mel frequency cepstral coeffi-
cients

Female Male
Warmth Competence Warmth Competence

f0 f0 loudness loudness
f2 mfcc4 mfcc3 mfcc4
HI f1 HNR f1
loudness f3 f3 HI

From the above Table, it is evident that the acoustic fea-
tures responsible for the desired characteristics are not consis-
tent across the gender. Based on the observations, I posit that the
characteristics warmth and competence are perhaps not depen-
dent on one feature, but are distributed across multiple features.

4. Future work
4.1. Real-time data

From my case study, I observed that the provided sentences
could not properly display the social speaker characteristics.
Hence, I choose to modify 1) the sentence length and 2) the
context of the sentence, to enable the perception of warmth
and competence from speech alone. For instance, this could
be achieved by the use of twitter posts and comments.

4.2. Gender independent framework

From Table 2, we observe that the acoustic features derived
were different for both male and female speakers. However, it is
desirable to have a gender-independent system that can generate
these characteristics with high fidelity. Therefore, through my
future experiments, I hypothesize to bridge this gap and propose
a synthesis mechanism that is common to both the genders.
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