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Abstract
Fluent reading is a critical component of literacy skills and nec-
essary for overall personality development. Proper assessment
and feedback to students are therefore essential. This project is
an effort to automate reading skill evaluation. We collected data
of English stories read by Indian children who are L2 speak-
ers of English, and asked teachers to rate it on different lex-
ical and prosodic attributes. The ratings were then predicted
using a machine learning model trained with different acoustic-
prosodic features. The work aims at determining the optimal set
of predictive features for rating the paragraphs for the scoring
attributes. The trained machine learning models are expected to
accurately mimic the teachers’ ratings on unseen test data.
Index Terms: oral reading, children’s speech, acoustic-
prosodic features

1. Motivation
Reading is the first step in acquiring literacy skills. The literacy
level all over the world, especially in India, is a grave concern.
An annual education survey made by the NGO Pratham shows
that 80% of the fifth-grade students can’t read simple English
sentences [1]. The situation is more worrisome, considering the
skewed teacher-student ratio and the scarcity of good teachers.
In this scenario, having an automated tool to evaluate students’
reading skills will be helpful to a great extent. Presently, the
evaluation is done manually, where the teachers ask students to
read the text in one minute and count the number of words read
correctly. The teachers further use their own judgment to deter-
mine the students’ reading fluency based on prior experience.
Maintaining unbiased scoring with reliability and scalability is
therefore difficult. The use of automated tools can tackle this
issue with added benefits.

The word pronunciation as well as speaking style matter in
spoken communication [2]. Therefore, reading skills, too, need
to be practiced to refine both lexical and prosodic aspects. The
reading assessment strategies are being developed to focus on
both these traits [3, 4, 5]. The automation of reading assessment
has been considered before in many research works. However,
most of these concentrate on WCPM (word correct per minute)
computation, which is a combined measure of word decoding
accuracy and the reading speed [6, 7]. It is based on the assump-
tion that students reading fast are good readers. However, the
good word decoding is not always indicative of good prosodic
reading. Instead, there is a wide range of prosodic skills, and
so are the comprehension skills [8] among the good word de-
coders. Three major research projects, viz. TBALL [9], Lis-
ten [10] and FLORA [11] have worked on the reading prosody
evaluation for children. TBALL deals with isolated word lists
reading. Listen and FLORA score the continuous speech. All
these are for L1 of the speakers. They use both lexical and
acoustic features for the evaluations.

2. Thesis Proposal
We propose to design an automatic reading skills evaluation
system that will mimic the ratings by human experts. The sys-
tem is expected to rate the students on different lexical and
prosodic attributes [12]. The scoring can also be used to give
feedback to students on their performance and the aspects they
can improve on.

This work involves L2 reading evaluation in the same way
as teachers usually do for their class. The assessment is on
continuous paragraph reading. Based on the literature and
discussion with experts, we consider the following attributes
for scoring: pace, phrasing, prominence, confidence, cadence
(reading style), and comprehensibility. Reading research shows
that the reader’s comprehension can also be determined by the
reader’s ability to determine where the phrase breaks or promi-
nent words should appear in the text [13]. We use this approach
to rate the comprehension level. The target population is begin-
ner level children, who are not expected to follow the syntactic
and semantic rules of the language. Therefore, the lexical fea-
tures such as ‘part of speech’ may prove to be misleading while
assessing the prosodic skills. Hence, we use the prosodic fea-
tures alone.

Figure 1: Proposed System Block Diagram

The proposed system is shown in Figure 1. It takes the
audio recoding as input and preprocesses the same for noise re-
moval or suppression. The automatic speech recognition [14] is
used to get the decoded text hypothesis, along with the word-
level and phone-level alignments. Acoustic contours for dura-
tion, pitch, intensity, and spectral balance are extracted from the
audio recording at 10 ms frame level. Word level alignments are
used to compute the word-level features, which are further used
to predict prosodic event positions (phrase breaks and promi-
nent words) [15, 16]. The detected prosodic event positions are
compared to the expected locations from the canonical text of
the story. These, along with other utterance level prosodic fea-
tures, form the input to the high-level prosodic rating predictors.



3. Dataset
We collected the required data from the rural and urban regions
surrounding Mumbai, India. Marathi is the mother tongue for
most of these children. The target population is children aged 10
to 14 years - the age of L2 English learning onset in Maharash-
tra. The text to read consisted of short paragraphs (∼50 words)
from 50 English stories at B2 level on the CEFR scale [17]. The
students were asked to read these from an Android application
using a headset microphone. Recordings were made in a per-
ceptually quiet environment in the school. The recordings were
then sentence aligned and transcribed in Roman script. Devana-
gari script was used for transcribing the utterances which were
intelligible, but not valid in English. Different tags were used
to indicated mumblings and filled pauses. We have collected
about 3000 recordings by 300 students from 7 different schools
with a total recording duration around 12 hrs.

The recordings from good word decoders (reading more
than 80% of the words correctly) were used for prosodic anal-
ysis. The audio and the corresponding transcribed text were
given to naive but fluent English raters for marking the prosodic
events (positions of perceived phrase breaks and emphasized
words). The LMEDS web page [18] was used to get ratings
from over 25 raters through rapid prosody transcription. Each
rater was assigned a random set of recordings. The text to
be marked was given without any capitalization or punctuation
marks, which would have led to a top-down bias otherwise. Fur-
ther, two teacher experts were given all the recordings to pro-
vide high-level ratings for pace, phrasing, prominence, confi-
dence, cadence (reading style), and comprehensibility. Around
2000 recordings have been assessed by two expert raters for
high level ratings, while subset 800 recordings has been anno-
tated for word-level phrase break and sentence prominence by
more than 7 raters. The raters’ inter-reliability, as measured in
Fleiss’ kappa, is found to be 0.59 and 0.22 for phrase break de-
tection and prominent word detection, respectively, which is in
line with [19]. The Fleiss’ kappa for high-level ratings by the
two teachers is around 0.2 for all the scoring attributes.

4. Results and Discussion
We computed different word-level acoustic-prosodic features to
extract the statistical information about the word-level acous-
tic contours as well as information about the contour shape.
Different normalization techniques were employed to suppress
speaker-specific and recording-specific variabilities. The redun-
dant and non-informative features were removed using feature
selection techniques. A random forest classifier was used to
train the model using the teacher’s ratings. For the prosodic
event detection, votes from 7 raters were treated as the degree
of event occurrence to predict. We obtained a Pearson’s corre-
lation of 0.85 in predicting the degree of phrase break, while
0.69 in prominence degree prediction. Considering the major-
ity votes (3 out of 7) based event detection, we could get F-
score of 0.77 and 0.49 respectively for phrase break and promi-
nence [16]. Considering the ground truth criteria as more than
2 votes indicate prominence, an F-score of 0.63 was obtained.

We also tried predicting the high-level ratings using the
prosodic features computed across sentence long windows as
well as across the entire recorded utterance. We found that
recording level features helped the prediction more than the ag-
gregates of features computed across the long windows. We
also observed that the two raters differed on the acoustic fea-
tures they perceived important for the given attribute and hence

their ratings differed. We were able to discriminate the non-
confident readers with 80% accuracy. Further, we decided to
mimic each individual rater separately and were able to predict
the confidence level ratings with 65% accuracy [20].

5. Future Plans
The immediate task is to quantify the results of the high-level
expert ratings. The cases of erroneous performances need to be
analyzed in detail, which will help achieve further performance
improvement.

The results depend on the accuracy of the word alignments
and the acoustic features. Improving their extraction accuracy is
therefore critical for the performance. Further, only two raters
have given the high-level ratings and the inter-rater reliability is
quite low. Ratings from more raters will prove to be valuable
in improving the reliability and scalability of the system. The
generalization for different L1 and L2 can also be considered in
the future with the aim to cater to diverse regions in and outside
of India. The designed system can assess the students’ reading
skills so that teachers can decide to give special attention to
poor students. The system can be further developed to provide
suggestions for the students’ improvement automatically.

The use of system in the field will further need noise en-
hancement and speech-silence detections. Noise-robust acous-
tic feature extraction will also be important for this application.
Porting the system on mobile applications can also be consid-
ered to allow the system’s usage anytime, anywhere, as per the
user’s convenience. The user-friendly interface can also be built
for handy usage of the application.

6. Research Contribution
This work is novel in terms of reading assessment of L2 learn-
ing children’s prosody. The work is focused on a challenging
group with native accents. The work tries to mimic teacher’s
ratings in terms of novel attributes like confidence and speaking
style. A novel approach of using prosodic events for predict-
ing comprehension and comprehensibility level has been con-
sidered. The work is based on the prosodic features alone. The
major research contributions are:

1. The task-specific dataset was collected and annotated by
several raters. The dataset includes speakers from di-
verse backgrounds and a wide variety of reading styles
ranging from hesitating readers to readers with adult-like
prosody, monotonous to sing-song style readers.

2. Different acoustic-prosodic features were computed
based on the literature and our observations. Feature
selection techniques were applied to get the optimal set
of features to use for each task (rating each scoring at-
tribute).

3. A prosodic event detection system was developed for
children’s speech, which yielded a better performance
over a baseline [21].

4. Comprehensibility prediction was tried by comparing
the realized positions of prosodic events against the ex-
pected positions.

5. We tried using speaker-specific characteristics to group
speakers and train one model for each group to get im-
proved results in prosodic event detection.

6. A machine learning based prediction model was trained
for high-level expert ratings so as to mimic the individual
raters.
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