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Abstract

Neural speech decoding retrieves speech information directly from the brain, providing promise towards better communication assistance to patients with locked-in syndrome (e.g. due to amyotrophic lateral sclerosis, ALS) using their brain signals. Magnetoencephalography (MEG) is a non-invasive neuroimaging modality that has an excellent spatio-temporal resolution, suitable to study neural mechanism of speech. However, MEG had not been explored for speech decoding before. In my doctoral research I have thoroughly investigated neural speech decoding using MEG in the following aspects: Intended, imagined, and overt speech decoding, subject generalization in decoding, continuous articulation (jaw motion) and acoustic (VAD and speech envelope) synthesis, and MEG applications for ALS population. Here, promising results have been shown with MEG for speech decoding, providing foundation towards future wearable MEG based speech-BCI applications.
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1. Introduction

Motivation: Neurodegenerative disorders such as amyotrophic lateral sclerosis (ALS) may lead the patients towards a state of complete paralysis otherwise being cognitively intact, i.e., locked-in syndrome. The brain might be the only source of communication for these patients. Current commercially available brain-computer interface (BCI) spellers can help these patients communicate to a level but at a very slow communication rate (less than 10 words/min). Neural speech decoding paradigm attempts to decode speech information directly from the brain providing promise towards faster communication assistance, thereby, improving the quality of life for these patients.

Literature: Electrocorticography (ECoG) has been extensively used to validate the efficacy of neural speech paradigm recently, starting from discrete recognition of speech units [1,2] to continuous speech synthesis [3–5]. Non-invasively Electroencephalography (EEG) has also been proven effective for discrete classification of a few speech units [6–8]. Magnetoencephalography (MEG) is non-invasive, has an excellent spatio-temporal resolution, and has been proven to be effective for studying neural speech processing [9,10]. However, MEG had not been explored for speech decoding before.

2. Data Collection

We collected MEG data from 8 healthy participants and 3 ALS patients speaking 5 phrases both covertly and overtly as per a time locked protocol (Figure 1). We also collected data from 8 healthy participants speaking either ‘yes’ or ‘no’ randomly, without any cue, for natural speech decoding. Moreover, we also collected Q & A data from 12 participants answering ‘yes’/‘no’/‘I don’t know’/‘maybe’ to abstract questions (e.g. can birds smell?). We have simultaneously acquired ECG, EOG, and jaw motion data for preprocessing and developed several artifact removal pipelines including visual inspection, wavelets, and ICA.

3. Results and Discussions

Overt and Covert Speech Decoding: Investigation on various feature engineering, and decoding pipelines (Figure 2) to properly identify speech from MEG signals resulted in the finding of root mean square and bandpower of neural oscillations to be most discriminative for decoding. We observed that adding jaw motion data to MEG signals significantly improves decoding performance indicating complementary information in kinematics and neural data [11]. Investigations on the role of neural oscillations for speech decoding showed high performance for gamma and delta band but combining all the brainwaves resulted in best performance, indicating the dynamic speech-motor coordination [12]. Spatial-spectral-temporal features were found to perform best when learned with pre-trained Deep-CNNs (e.g. Inception) which resulted in state of the art accuracy of 93% for classifying 5 imagined phrases (Figure 4(a)) [13]. Furthermore, for the first time, we were able to successfully demonstrate that covert and overt speech can be decoded from ALS patients [14], although the performance was lower than healthy participants yet significantly higher than the chance level accuracy.
Subject Generalization in Decoding: A major challenge in decoding research is cognitive variance across subjects making it difficult to develop a generalized decoder. Using domain adaptation, we were able to successfully develop a speaker independent decoder which was although less efficient than speaker dependent model but was significantly above than the generic speaker independent model, indicating domain adaptation might be useful in decoding research [15]. Moreover, more investigation resulted in the temporal lobe sensors to contain the subject specific characteristics for speech processing [16]. Furthermore, we were able to show that subject knowledge can be transferred to decoders for faster training of deep models [17].

Articulation and Acoustics Synthesis: Going beyond classification, we successfully reconstructed intended and articulated speech envelope with similar correlation scores about ~ 0.77 showing the possibility of continuous speech intention decoding (Figure 3(b)). This was further illustrated by the similarity in the beta band source space (Figure 3(c)). Efficacy of MEG signals in kinematics decoding was illustrated by synthesizing jaw motion with 0.8 correlation score [18]. We obtained about ~ 90% accuracy for real-time voice activity detection (Figure 3(d)) which was resulted from the contribution of temporal sensors (Figure 3(e)) [19]. The effectiveness of temporal sensors for speech processing was further highlighted by a data driven selection of optimal sensor set (Figure 3(f)) which also resulted in sensors near Broca’s area to be the most effective cortical region for discriminating speech stimuli.

4. Future Work

We are increasing the speech vocabulary to 400+ phrases for open set decoding using both MEG and OPMs which will validate the use of speech evoked magnetic fields for speech-BCI applications. Further works on ALS biomarker detection from speech-MEG, Q&A speech decoding, and efficacy of magnetometers in speech decoding [21] are in progress.

5. Contributions

The major contribution is to use MEG and to show its efficacy for speech decoding which has not been attempted before. Another contribution to the speech community would be the MEG-speech data of about 30 healthy subjects and 3 ALS patients doing various protocols. In regards to the advancement of speech decoding research, major contributions are: successful use of deep CNNs with transfer learning for application on low resource (MEG) data [13], demonstration of subject generalization for decoding [15, 17], speech fingerprints in the brain [16], identifying the location of optimal sensors group for improvement in decoding [20], real-time VAD from MEG signals [19], intended, imagined, and spoken speech envelope synthesis from neural signals [22], simultaneously acquired articulation (jaw motion) synthesis from non-invasive signals [18], and most importantly, successful decoding of imagined, intended, and articulated speech for ALS patients. Moreover, recent developments of wearable, movable, and low-cost MEGs, known as, optically pumped magnetometers (OPM) [23,24], have huge potential in future wearable speech-BCI applications and these research studies are the stepping stone towards the future OPM-MEG-Speech-BCI.
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