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Abstract
The main topic of this research proposal is emotional speech
with nonverbal vocalizations. Nonverbal vocalizations (NVs)
refer to short and affective vocalizations that contain rich emo-
tional information. However, current research usually ignores
this component. Therefore, this research aims to advance re-
lated research by developing new technologies of corpus de-
sign, synthesis, and detection of NVs. We first introduce the
background and motivation of this research, and describe our
recent progress in emotion recognition of NVs. Then, three fu-
ture projects of this research are described in detail. Finally,
the contributions and possible impacts of this research will be
discussed.
Index Terms: Emotional Speech, Nonverbal Vocalizations,
Emotion Recognition, Speech Synthesis

1. Introduction
1.1. Background

Emotion is a universal concept that exists across different cul-
tures and languages [1, 2]. Human communication contains
both verbal and nonverbal parts [3]. While the verbal part con-
veys essential linguistic information, the nonverbal part con-
tains most emotional information, which indicates the internal
intentions and mental states of speakers. Nonverbal expres-
sions play an important role in human communication [4, 5],
and can be expressed by vocal, facial, and hand expressions [6].
In human speech, the emotional nonverbal expression is called
nonverbal vocalizations (NVs) or affect bursts, which refers to
vocalizations containing no linguistic information like laugh-
ter, sobs, screams [7, 8]. They are relatively casual expressions
and are usually not used in written languages [9]. Although
the researches about NVs are in an initial stage, many works
have shown the importance of NVs in emotion processing from
various aspects like behavior [10], clinical treatments [11], and
human development [12].

1.2. Research goals

As illustrated in Figure 1, this research consists of three parts:
corpus design, TTS synthesis with NVs, and NVs detection.

1. Corpus design: Designing a Japanese emotional corpus
with NVs.

2. TTS with NVs: Building a TTS system that can synthe-
size emotional speech with NVs based on the designed
corpus.

3. NVs detection: Detecting emotional NVs in unlabeled
data based on the designed corpus.

1.3. Motivations

The motivations of this research are discussed below.
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Figure 1: Overview of this proposal. The designed corpus can
be used in TTS with NVs and NVs detection. The synthesized
and detected speech with NVs can then be used to augment
other modules.

First, NVs are ignored by most current research. It turns
out that current work in emotional speech synthesis mainly fo-
cuses on generating emotional prosody for the verbal part of
emotional speech. As mentioned in the previous section, emo-
tional information in conversational speech is mainly contained
in NVs, thus only the verbal part is not sufficient to express
emotions, let alone other emotional information is contained in
other modals like facial expressions and gestures [13].

Second, resources of emotional speech with NVs are insuf-
ficient. Previous NVs corpora, though with high quality and
diversity, have a relatively small size (usually only 100 record-
ings) [8, 14, 15], since the purpose of these corpora is more of
analysis than synthesis. Such corpora are not suitable for power-
ful data-driven machine-learning methods like deep neural net-
works (DNNs). Furthermore, the language of these corpora is
mainly English, which makes it difficult to conduct multilingual
experiments.

Third, there are many theoretical and technical challenges
in synthesizing NVs. Several questions about NVs still remain
unsolved. For example, is there any individuality existing in
NVs? Although Pisanski et al. showed that the F0 difference ex-
ists in both verbal and nonverbal vocalizations [16], it is still un-
clear whether speakers have individual preferences on the pho-
netic tokens of NVs. This question is important for speech syn-
thesis since the researchers in this field usually want to model
the personality of each speaker.

Finally, it is helpful to develop NVs detection technologies
so that large-scale unlabeled data can be utilized. Since emo-
tional speech usually exists in spoken languages, it is important
to consider the authenticity of the datasets [17]. Furthermore,
the detected data can also be used to augment the TTS model to
improve its performance. However, directly annotating NVs in
spontaneous speech is difficult, hence it is reasonable to detect
speech with NVs in unlabeled corpora.
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Figure 2: The proposed emotional TTS system with NVs com-
pared to previous work.

2. Emotion Recognition of NVs
In our recent research, we explored the effectiveness of self-
supervised learning (SSL) and classifier chain (CC) in emotion
recognition of NVs [18]. In the proposed method, we used SSL
to extract features from NVs and used a CC to model label de-
pendency between different emotion labels. Experimental re-
sults demonstrated that SSL models trained on corpora with
mainly verbal speech can be used for NVs, and it was bene-
ficial to model the label dependency between emotion labels.
Our proposed system obtained a mean concordance correlation
coefficient (CCC) of 0.725 in the validation set and 0.739 in the
test set, while the best baseline method only obtained 0.554 in
the validation set, which was in the 1st-place among all other
systems.

3. Research plan
3.1. Corpus design

In this project, a Japanese emotional corpus with nonverbal vo-
calizations will be made.
Methodology Possible NVs in Japanese will first be collected
by crowd-sourcing. After that, these vocalizations will be added
to phoneme-balanced texts. The emotions used in the corpus
will be selected based on Russell’s circumplex model to a cover
wide range of emotions [19].
Evaluations To evaluate the corpus, not only the valence and
arousal but also the recognition accuracy and authenticity of
each emotion will be evaluated by subjective tests to clarify the
quality of the corpus [14].
Challenges First, NVs are highly diverse in phonetic tokens and
meanings [9], so how to control the content of each NV will
become a key challenge of this project. Also, since each speaker
has his own style in uttering NVs, how to model and control
individuality is also a challenge.

3.2. Emotional TTS with NVs

In this project, the corpus built in the first project will be used to
train a Japanese emotional TTS system that can synthesize emo-
tional speech with NVs. As Figure 2 illustrates, emotional TTS
systems with NVs can synthesize speech with higher expressive
ability compared to most previous work.
Methodology Two possible methods: (1) insertion [20] and (2)
textless synthesis [21] can be used to synthesize NVs. These
two methods and other techniques will be used in the exper-
iments to explore the best method for synthesizing emotional
speech with Japanese NVs.
Evaluations In the evaluations, the speech naturalness and the
accuracy of emotion recognition will firstly be evaluated. Sec-
ondly, the emotional speech without nonverbal vocalizations
will also be synthesized and evaluated to elucidate the effec-
tiveness of nonverbal vocalizations.
Challenges The key challenge of this project is that NVs are
difficult to be represented by texts. Most current speech synthe-
sis systems rely on text input to work, but this is not applicable
for NVs synthesis.

3.3. Emotional NVs detection

In this project, the corpus designed in the first project will be
used to train a parametric model to detect NVs in unlabeled
speech.
Methodology DNN-based methods will be used to discover
speech with NVs [22, 23]. Noise-robustness, which is impor-
tant for such NVs detection systems, will also be considered by
training the system on real-world large-scale data [24]. Intu-
itively the TTS system with NVs and the NVs detection system
are complementary since the synthesized speech can be used to
train the detection model, and vice versa.
Evaluations Standard metrics like F score will be used to evalu-
ate the system. Besides, the noise-robustness of the system will
be evaluated by feeding noisy speech into the system. Finally,
the benefits of data augmentation will also be evaluated in both
the detection and the TTS systems.
Challenges The key challenge of this project is improving ro-
bustness of the proposed method. Since NVs are highly diverse
in phonetic tokens, unseen NVs might have a bad influence on
the robustness of the developed system.

4. Discuss
4.1. Main Contributions

The main contributions of this research are:

• Advancing research on NVs by making a Japanese NVs
corpus.

• Improving the expressive ability of current emotional
TTS systems by synthesizing emotional verbal speech
and NVs together.

• Developing emotional NVs detection technologies to
stimulate unsupervised learning methods in this field.

• Exploring and clarifying both technical and theoretical
problems in this field.

4.2. Possible impacts

This research can have several impacts on both industries and
academia. Possible impacts are listed as follows:

• Human-computer interaction (HCI): Incorporating
emotional functions is a popular and common topic in
HCI and human-robot interaction (HRI) [25, 26]. It in-
cludes two tasks: (1) recognizing users’ emotions [27]
and (2) generating emotional expressions [28, 29]. In
this research, not only the NVs detection technologies
can improve the recognition accuracy but also the TTS
system with NVs can improve the expressive ability of
the agents in HCI or HRI.

• Speech emotion recognition (SER): SER aims to rec-
ognize emotions from a given speech. Current state-of-
the-art methods have low accuracy on popular datasets
without NVs even using DNNs [30, 31]. Previous work
has shown that adding NVs in speech can substantially
improve recognition accuracy [32], thus the proposed
corpus might benefit this task.

• Other fields: NVs are also studied in other fields
like psychology [33], behavior [10], and clinical treat-
ment [11]. The proposed synthesis system may benefit
these fields like previous work [34].
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